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Abstract. Large language models have gained extensive research interest in the
past few years. They have demonstrated remarkable ability to process and generate
human-like text, and have improved performances on various natural language pro-
cessing tasks. This paper is focused on the prompting techniques and knowledge
augmentation techniques for text style transfer tasks. Text style transfer involves
the transformation of a given sentence in a stylistically different manner while pre-
serving its original meaning. It requires models to understand and manipulate dif-
ferent aspects such as politeness, formality, and sentiment. This paper provides an
overview of several methods for prompting large language models for text style
transfer and presents an overview of several methods for knowledge augmenta-
tion with a discussion about potential use for text style transfer. Preliminary results
on formality transfer using the T5 model are presented to evaluate prompting and
knowledge augmentation techniques. The results show that using knowledge aug-
mentation techniques improves the performance compared to models without aug-
mentation, while zero-shot prompting techniques are less effective. This empha-
sizes the necessity of fine-tuning and incorporating knowledge augmentation for
enhanced model performance.
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1. Introduction

Recently, Large Language Models (LLMs) have shown promising performances on a
wide range of natural language processing (NLP) tasks. LLMs are built following the
Transformer [1] architecture. These models utilize pre-training on large corpora that
enable learning the language semantics and patterns. The pre-training phase includes
predicting the next word for a particular sequence [2,3], or masked language modeling
and next sentence prediction [4]. Pre-trained models could be fine-tuned on downstream
tasks using task-specific datasets that are usually smaller than the datasets used for pre-
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training. The fine-tuning phase allows the model to learn task-specific language patterns
and semantics. Since it was found that increasing the model or data size improves the
performances on downstream tasks, there have been a variety of LLMs proposed in the
past few years: T5 [5], FLAN-TS5 [6], PaLM [7], GPT-3 [8], GPT-4 [9], Falcon [10],
LaMDA [11], LLaMA [12], LLaMA-2 [13], and many others.

Generative Pre-trained Transformer (GPT-3) [8] is a language model with 175B pa-
rameters that introduced the technique of in-context-learning i.e. learning from a few or
no samples. GPT-4 [9] is an extended version able to process multimodal input data.
Text-To-Text Transfer Transformer (TS) [5] aims to unify all NLP tasks and treat them as
a text-to-text tasks. TS5 achieved state-of-the-art results on multiple NLP tasks at the time
it was proposed. Fine-tuning Language Models [6] was designed to enhance and improve
the effectiveness of zero-shot learning (FLAN-TS enhanced and improved the effective-
ness of zero-shot learning of the TS model). Pathways Language Model (PaLLM) [7] is a
540B parameter model that outperformed the fine-tuned state-of-the-art models on sev-
eral multi-step reasoning tasks. Falcon [10] is a model with 40B parameters that was
trained with multilingual data. Language Models for Dialog Applications (LaMDA) [11]
are a family of models that were designed for dialog applications and have up to 137B pa-
rameters. Large Language Model Meta Al (LLaMA) [12] and the succeeding LLaMA-
2 [13] are a collection of several models with number of parameters ranging from 7B
to 70B that achieved superior performances in instruction following tasks. Considering
the popularity of the LLMs, a lot of survey papers emerged. For a more comprehensive
overview and analysis of these LLMs, one can refer to [14], [15], and/or [16].

This paper is focused on the applications of LLMs for text style transfer. Text style
transfer is the task of rewriting a sentence in a different style while preserving its con-
tent. It involves generating a new sentence with the same explicit meaning that is stylis-
tically different from the original one. The term style encompasses diverse properties
such as the individual style of the author, politeness, formality, sentiment, and various
other styles. Text style transfer has been utilized to adjust, modify, or adapt the manner
in which a sentence is expressed. Altering the expressed emotions in a sentence is known
as sentiment transfer while adjusting the politeness or formality is associated with po-
liteness transfer and formality transfer, respectively. Rewriting text to align with an in-
dividual author’s writing style, such as Shakespeare or Taylor Swift, falls under personal
style transfer. Transforming a sentence in a way that is more comprehensible for non-
experts in a particular field (e.g. medical experts vs. layman) is referred to as expertise
style transfer. One possible use case of text style transfer is in the realm of social me-
dia platforms. By using text style transfer on social media, platforms can enhance user
experiences and prevent potential miscommunications. Sentiment style transfer could be
utilized to modify the emotional tone of user-generated content to be more positive. Sim-
ilarly, politeness and formality transfer can customize communication to align with the
anticipation of particular social media communities.

Text style transfer methods could be generally categorized into two groups: (1) su-
pervised that rely upon parallel data, and (2) unsupervised that work with non-parallel
data. Supervised methods [17,18] are based on the sequence-to-sequence architecture
that was proposed for machine translation [19]. Due to the limited availability of parallel
data for the task, unsupervised methods [20,21,22,23,24] have gained more attention.
Creating pseudo-parallel data for supervised training on non-parallel datasets has also
been explored [25]. For a broader perspective of text style transfer tasks and methods,
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one can refer to [26] and/or [27]. More recent methods proposed in the field explore the
usage of prompting techniques for LLMs for text style transfer, which is one of the two
directions covered in this paper. The second direction covers the knowledge augmenta-
tion techniques which, to the best of our knowledge, have not been explored for text style
transfer yet. We believe it is a research direction that is worth exploring and that could
potentially improve the existing methods in the field.

The rest of the paper is organized as follows. In Section 2 an overview of methods
for prompting LLMs is presented and several applications on the text style transfer task
are described. In Section 3 various methods for augmenting LLMs with knowledge are
described and potential applications for text style transfer are discussed. In Section 4
preliminary results for prompting and knowledge augmentation for text style transfer are
presented. Section 5 concludes the paper.

2. Overview of Prompting Techniques for Text Style Transfer

GPT-3 [8] demonstrated better performance than the state-of-the-art models at the time
for benchmark datasets without fine-tuning. Being given only a few examples as a
demonstration of the task at inference time without updating the weights, GPT-3 was
able to successfully solve various tasks such as machine translation and question answer-
ing. Since then, prompting techniques for LLMs gained an extensive research interest.
Prompting LLMs is the technique of providing specific input instructions to obtain the
desired output by guiding the model, and without learning additional data apart from the
pre-training data. For zero-shot prompting [28], no examples of the task are given, while
for one-shot and few-shot prompting [29] one or n examples are provided as part of the
prompt, respectively. LLM prompting techniques have been explored for various NLP
tasks. The following paragraphs analyze several research papers that explore prompting
techniques for text style transfer.

Augmented Zero-Shot Learning [30] is a few-shot prompting technique that per-
forms multitask text style transfer using a single set of exemplars. An LLM was prompted
with samples of several sentence rewriting options instead of only one. The LLMs used
for the experiments were GPT-3 [8] and LaMDA [1] with a non-embedding parameter
count of 137B [11]. The models were evaluated on two text style transfer tasks: formal-
ity transfer and sentiment transfer. On these tasks, the models achieved high accuracy
and low perplexity in comparison with several baseline models. The BLEU [31] scores
were low because of the tendency of LLMs to add additional information to the gener-
ated sentences. Several model sizes were evaluated indicating that enhancing the model
size improves the performance. The LLMs were also evaluated on 6 non-standard text
style transfer tasks such as “more descriptive” or “more melodramatic”, for which hu-
man evaluation was performed. The generated outputs received nearly as high ratings as
the human-written ground truth sentences.

Prompt-and-Rerank [32] is a method for arbitrary text style transfer with zero-shot
and few-shot prompting that applies a ranking method to choose the best generated sen-
tences. For each source sentence, k candidate outputs were generated and then ranked ac-
cording to a joint score calculated using textual similarity, transfer strength, and fluency.
The candidate with the highest score was chosen as an output sentence in the target style.
The re-ranking method improves the style accuracy and often improves the sSBLEU and
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fluency scores. Four GPT-2 [3] models with varying sizes were assessed on five text style
transfer tasks: sentiment transfer, Shakespearean style transfer, formality transfer, gram-
mar error correction, and symbol to natural language translation. The method showed
competitive performances with prior methods on the tasks and obtained better SBLEU
and accuracy scores than some of the settings evaluated with the augmented zero-shot
learning method [30]. The experimental results demonstrated that larger models often
perform better than smaller models. The GPT-2-Small model consistently achieved high
sBLEU scores and low accuracy scores indicating that it often copied long sections of
the input without changing the style.

Augmented zero-shot learning method [30] explored only a vanilla prompt design
that specified the target style in the second half of the prompt. Prompt-and-Rerank [32]
explored three additional prompt designs: contrastive and two versions of a negation
prompt. The contrastive prompt provided information about the source style and created
a contrast between the source and the target styles. Negation prompts specify the source
style as a negation of the target style and vice versa. The evaluation results showed that
the contrastive prompt achieved the best accuracy scores suggesting that this type of
prompt improves style transfer quality. The choice of the delimiter type for separating the
samples in the prompt had a large impact on the performance with the best performances
achieved when curly brackets {-}, square brackets [-], parentheses (-), and quotes ”-”
were used.

Prompt-Based Editing [33] method transformed the text style transfer generation
task into a style classification task. Given a candidate sentence, the goal was to obtain
a classification probability with the GPT-J-6B. The classification probability was com-
bined with GPT-2 [3] score for fluency and RoBERTa [34] score for semantic similarity
to obtain a joint style score. The steepest-ascent hill climbing (SAHC) algorithm [35]
was applied for local search using editing operations (insertion, deletion, and replace-
ment). For each editing position every editing operation was performed and the candidate
sentence with the highest score was selected. The average edit distance was 2.9 and 4.7
steps for sentiment transfer and formality transfer, respectively. This method achieved
better performances than the Prompt-and-Rerank method [32], and a better balance be-
tween content preservation and style transfer strength compared to the augmented zero-
shot learning method [30]. The improvement was smaller for the formality transfer task
because it is more challenging than the sentiment transfer task.

3. Overview of Knowledge Augmentation of LLMs for Text Style Transfer

Knowledge augmentation has been explored for LLMs in two directions [36]: query-
ing LLMs as knowledge bases (KBs) and augmenting LLMs with knowledge. Querying
LLMs as KBs aims to retrieve relevant knowledge learned from the LLM. This task was
explored in various cases including casting the knowledge contained within language
models into a knowledge graph [37] or fine-tuning to answer questions without access
to any external context or knowledge [38]. Many NLP tasks are knowledge-intensive i.e.
they require access to external knowledge sources.

To the best of our knowledge, by the time of writing this paper, there is a limited
number of research work that explores knowledge augmentation for text style transfer
tasks. In what follows, we describe a few directions that could be viewed as a kind of
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knowledge augmentation: style markers” of the sentence from the set of sentences with
the target style that is the most similar to the input sentence, and information retrieved
from a style memory for the target style. SMAE [39] was proposed for sentiment trans-
fer. This model used additional components called memories for each sentiment (positive
and negative) to learn and store information about the target sentiment. The memories
were used to extract sentiment information from the memory of the target sentiment that
was fed into the model as additional input information. The evaluation results showed
that including sentiment memories leads to an improvement of 62.56% on style strength
suggesting that the sentiment memories are key components to ensure successful senti-
ment transfer. Considering the improvements made to the SMAE model, sentiment mem-
ories could emerge as a potential method for knowledge augmentation. It could be ex-
tended to diverse text style transfer tasks assuming these memories are developed using
appropriate data that represent the key aspects of the particular style.

DeleteAndRetrieve [20] and G-GST [21] utilize style markers of the retrieved most
similar sentence from the corpus of sentences with the target style. These models were
also primarily proposed for sentiment transfer. They consist of three components: (1)
delete that deletes the style markers from the input sentence, (2) retrieve responsible for
retrieving the most similar sentence from the corpus with the sentences in the target style,
and (3) generate that generates the output sentence in the target style. DeleteAndRetrieve
used (1) TF-IDF weighted word overlap and (2) Euclidean distance of the content em-
beddings to retrieve the most similar sentences, while G-GST used cosine similarity be-
tween (1) TF-IDF weighted representation of the sentences, (2) averaged GloVe over
words, and (3) Universal Sentence Encoder representation. Delete AndRetrieve achieved
the best performance on the task and a good balance between fluency, content preser-
vation, and style strength. G-GST achieved worse performances possibly due to a weak
retrieve mechanism. The retrieve component could be considered as a knowledge aug-
mentation component that enhances the generation process with additional knowledge
about the target style.

4. Exploratory Experiments into Prompting and Knowledge Augmentation for
Formality Style Transfer

Prompting and knowledge augmentation techniques have been evaluated on the formality
transfer task using the GYAFC [18] dataset. The dataset is composed of 165,030 parallel
sentences in informal and formal styles. The goal was to transform an informal sentence
into a formal sentence. In what follows our preliminary results of employing the T5-small
and T5-base models [5] are presented. A total of five experiments have been performed
for both T5-small and T5-base models:

» Naive: the input sentence is copied as an output sentence.

* Retrieve: a sentence from the set of sentences in the target style that is most
similar to the input sentence is retrieved as an output sentence.

* Fine-tune: the model is fine-tuned in a standard way for a text generation task.

» Zero-shot prompting: output sentences are generated using the following prompt
”Rewrite from <input_style> style to <output_style> style: <input_sentence>.”.

2Style markers are words that have the most discriminative power for determining the style of a sentence.
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* Fine-tune with knowledge augmentation: before being fed to the model,
the input sentence is modified in the following format ”<input_sentence> |
<knowledge>" where knowledge is the sentence from the set of sentences in the
target style that is most similar to the input sentence.

Following the prior studies on the text style transfer task, evaluation experiments have
been performed across three dimensions: (1) content preservation, (2) style transfer
strength, and (3) fluency. BLEU [31] was computed to measure semantic content preser-
vation. Following the evaluation procedure of the Prompt-and-Rerank [32] method, self-
BLEU (sBLEU) and reference-BLEU (rBLEU) were computed. Self-BLEU measures
the degree to which the model directly copies the input sentence, while reference-BLEU
measures the distance from the ground-truth references. To determine whether the gener-
ated sentences correspond to the target style, accuracy was calculated with a pre-trained
DistilRoBERTa model on the task of formality detection as a percentage of the generated
sentences that were labeled with the target style by the model. The perplexity of the gen-
erated sentences was calculated with a pre-trained GPT-2 [3] language model to measure
their fluency.

PyTorch implementation of the models available in the HuggingFace Transform-
ers library® and evaluation metrics available in the HuggingFace Evaluate library* have
been used. All models have been trained with AdamW optimizer with a learning rate of
0.0001, weight decay of 0.0005, 25 epochs, and batch size of 32.

Table 1 summarizes the evaluation results for the experiments. The models fine-
tuned with knowledge augmentation (T5-small KA and T5-base KA) achieved the best
overall performance for all evaluation metrics compared with the standard fine-tuning
and zero-shot prompting. The higher accuracy indicates the superior ability to generate
sentences that are more consistent with the target style, while the lower perplexity indi-
cates higher fluency and coherence of generated sentences for both models. T5-small KA
and T5-base KA models exhibit higher rBLEU scores and lower sSBLEU scores compared
to their counterparts without knowledge augmentation indicating that the output sen-
tences are closer to the ground-truth references in terms of n-gram overlap. The T5-base
model achieved slightly better evaluation scores than the T5-small model which confirms
the statement that increasing the model size improves the performances [30]. Compared
with the two baseline approaches (Naive and Retrieve), this approach achieved better
overall results than the naive approach, while the accuracy is lower and the perplexity is
higher than the retrieve approach. The latter is expected since the retrieve approach does
not generate new sentences and the retrieved ones are from the set of sentences in the
target style. The zero-shot and fine-tune approaches obtain low rBLEU and high sBLEU
suggesting that with these approaches the T5 model is prone to copying parts of the input
sentences.

5. Conclusion

The recent advances with the LLMs in many NLP tasks have been the primary motiva-
tion for writing this brief survey. Utilizing LLMs improved performance on many tasks

3https://huggingface.co/docs/transformers/en/index, last visited: 15.02.2024
“https://huggingface.co/docs/evaluate/en/index, last visited: 15.02.2024
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Table 1. Evaluation results for the formality transfer experiments with the T5-small and T5-base models on
the GYAFC dataset. rBLEU - reference-BLEU, sBLEU - self-BLEU, PPL - perplexity.

rBLEU sBLEU Accuracy PPL
Naive 214 100 17.2 284
Retrieve 48.2 322 93.1 85
T5-small zero-shot 11.5 47.1 23.3 369
T5-base zero-shot 0.6 2.6 1.2 462
T5-small fine-tune 17.4 53.0 53.4 477
T5-base fine-tune 24.6 51.2 81.6 119
T5-small KA 40.2 28.0 81.5 163
T5-base KA 44.9 31.5 90.3 90

showcasing their capacity to comprehend and generate human-like text. Since GPT-3
demonstrated better performances than the state-of-the-art models at the time it was pro-
posed without fine-tuning and being given only a few or no samples, a wide new re-
search direction of prompting was opened. On the other hand, knowledge augmentation
techniques have also gained attention in enhancing the capabilities of LLMs. This paper
was focused on the application of LLMs for the task of text style transfer with a specific
interest in prompting and knowledge augmentation techniques. Preliminary experimen-
tal results demonstrate that knowledge augmentation techniques contribute positively to
model performance, as evidenced by improvements in all evaluation metrics for both
T5-small and T5-base models compared to their non-augmented counterparts. Zero-shot
prompting techniques exhibit limited effectiveness, with lower scores across all evalu-
ation metrics, highlighting the importance of fine-tuning and knowledge augmentation.
The results presented in this paper are preliminary from our initial experiments to sup-
port and validate the ideas that were discussed. We plan on extending the experiments
with various LLMs for several other text style transfer tasks including politeness transfer,
sentiment style transfer, Shakespearean style transfer, and others.
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