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Abstract. Nowadays, efficient management of energy consumption is crucial for
the sustainability of our cities, and overall of our planet. Approaches investigated so
far, mostly adopt complex approaches, often based on deep learning, which have an
important footprint. This study focuses on the importance of using simpler methods
to predict energy consumption in smart buildings, emphasizing a methodological
approach that prioritizes simplicity, transparency, and computational efficiency, es-
pecially when data is scarce. It emphasizes that even the prediction of energy con-
sumption at the scale of a building, which is sometimes ignored due to computa-
tional complexity, is feasible and can make a big difference. By using simple ana-
lytical models combined with outlier detection, this research contributes to the field
by showing how we can still gain valuable insights with limited data. Therefore,
this study provides a practical and scalable way to improve energy efficiency and
sustainability in buildings, which has a significant contribution to energy manage-
ment practices.

Keywords. energy management, smart buildings, statistical modeling, predictive
analytics

1. Introduction

In the rapidly urbanizing global landscape, the accurate forecasting of energy consump-
tion has emerged as a critical component for achieving sustainable growth. The build-
ing sector, a significant consumer of energy, accounts for approximately a fifth of total
energy usage worldwide. With projections indicating a steady 1.3% annual increase in
energy consumption through 2050, as mentioned in [1,2], the imperative for efficient
energy management strategies becomes unequivocal. This context sets the stage for the
development and application of advanced predictive analytics, aimed at enhancing the
sustainability and operational efficiency of smart environments. Recent research efforts
have extensively focused on various methodologies for energy consumption forecast-
ing to facilitate more effective energy management. Notable studies that explore diverse
approaches include [3,4,5], highlighting the breadth of investigative work in this area.

In this context, the reliance on deep learning and complex algorithmic models, while
offering powerful predictive capabilities, often complicates interpretability and demands
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extensive computational resources. Addressing these challenges, this study proposes a
more streamlined and efficient alternative, employing simple statistical and machine
learning models coupled with outlier detection techniques. This methodological adjust-
ment suggests a gradual move towards analytical frameworks that aim to balance sim-
plicity and transparency with computational efficiency, all while maintaining the rigor
of energy consumption prediction accuracy. One of the advantages of the methodology
considered in this study is its transparency, which plays a crucial role in the adoption and
effectiveness of predictive analytics for smart building energy management. In contrast
to many advanced artificial intelligence (AI) methods, often criticized for their ”black
box” nature [6], this research utilizes statistical models known for their interpretability.
The clear transparency of these models enables a deeper understanding of the variables
and mechanics influencing predictions. This feature is especially valuable as it allows
everyone, including those with limited technical expertise, to comprehend, trust, and ef-
fectively utilize the findings. By prioritizing methods that offer easy interpretability, this
study not only meets the growing demand for accountable and explainable AI but also
enhances the practical applicability of its outcomes.

This research is investigated based on the CU-BEMS dataset [7], a repository of en-
ergy consumption data derived from the Building Energy Management System (BEMS)
developed at Chulalongkorn University. This dataset, meticulously compiled from a
seven-story academic office building within the university’s campus, encompasses ap-
proximately 11,700 square meters and is characterized by a peak energy load of about
700 kW. The granularity of the CU-BEMS dataset, which records energy consumption
across various zones of the building, offers an opportunity for a detailed examination
of energy usage patterns. The dataset not only includes data on significant energy con-
sumers within commercial settings, such as air conditioning units, lighting, and plug
loads, but also captures environmental conditions—temperature, humidity, and ambi-
ent light levels. These comprehensive data points provide a multifaceted lens through
which the dynamics of energy demand can be explored and understood. The method-
ology adopted in this study is an analysis, venturing into the realm of data refinement
through the strategic implementation of outlier detection techniques. By identifying and
mitigating anomalies within the dataset — instances of abnormally high or low energy
consumption — this research aims at enhancing the precision and reliability of subse-
quent energy consumption forecasts. This focus on outlier management is pivotal, given
its potential to rectify distortions in predictive models caused by such anomalies, thereby
yielding more accurate and actionable insights for energy management.

Opting for a straightforward modeling approach does not imply a reduction in an-
alytical depth or complexity. Instead, employing autoregressive models [8,9] highlights
the effectiveness of simplicity in capturing the inherent temporal dynamics of energy
consumption data. This methodology provides a clear insight into the cyclical and trend-
driven nature of energy usage, further enhanced by incorporating outlier detection to
increase both the model’s accuracy and its interpretability.

This study’s insights, derived from the meticulous analysis of the CU-BEMS dataset
and the subsequent predictive modeling exercise, transcend the limitations of a sin-
gle case study. The methodologies and principles outlined are scalable and adaptable,
demonstrating applicability across a wide range of building types and energy manage-
ment scenarios. Notably, the success of this approach in residential buildings indicates
its potential applicability in broader domains within the smart building context. The re-
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peatability of the study is also enforced, by adopting a widespread and open dataset and
providing access to all techniques, in order to enforce a truly open science approach2.

The integration of statistical models with outlier detection for accurate energy pre-
diction reinforces the idea that achieving advanced outcomes does not necessarily require
complex analytical procedures, especially in the realm of smart buildings. This study
promotes a move towards predictive analytics that are more accessible, transparent, and
computationally efficient,not only addressing the immediate challenges of forecasting
energy consumption but also establishing a foundation for future advancements in the
field.

The structure of the paper is as follows: In Section 2, we state the problem and ex-
plore the historical context of energy consumption and the various techniques that have
been applied within this area, providing a solid foundation for understanding the signif-
icance and evolution of forecasting methodologies. Following this, Section 3 details the
methodology of the work, outlining the specific approaches and analytical techniques
employed in this research to address the forecasting challenges. In Section 4, the results
of the study are discussed, offering an in-depth analysis of the findings and their im-
plications for energy management practices. Finally, the paper concludes in Section 5,
by summarizing the key insights gained from the research and suggesting directions for
future studies in the field of energy consumption forecasting.

2. Literature Review

The global population is increasing each year, which leads to higher electrical energy
demand for residential use and national development. Meeting this growing energy
demand while protecting the environment is crucial. Hence, forecasting electrical en-
ergy consumption is vital for energy conservation and minimizing environmental harm
[10,11,12,13]. Research in electrical energy consumption forecasting has developed into
various methods. These methods fall into two main categories: artificial intelligence (AI)-
based approaches [14,15,16] and traditional methods [17,18].

AI-based techniques utilize deep learning (DL) to predict energy usage accurately,
processing large datasets to identify patterns. Although various methodologies such as
transfer learning, as discussed in [19,20], offer a valuable solution to compensate for the
lack of datasets and have significantly addressed the issue of dataset limitations, the fo-
cus of this study remains on utilizing the existing dataset with methods that require less
time and resources. Consequently, this research specifically discusses energy consump-
tion forecasting based on the available dataset. In contrast, traditional methods rely on
statistical and mathematical models, offering simplicity and reliability without extensive
computational demands. Both approaches play a critical role in understanding energy
consumption trends and informing sustainable energy management strategies. When de-
ciding whether to prioritize conventional methods over AI/DL techniques or vice versa,
the intended application of the method must be carefully considered. The mere fact that
AI/DL methods are more modern does not automatically render them superior for all
purposes. Notably, traditional approaches continue to play a significant role in predictive

2Cf. https://research-and-innovation.ec.europa.eu/strategy/strategy-2020-2024/
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analytics, which is crucial for attaining precise forecast outcomes. Before AI/DL became
prevalent, conventional methods like stochastic time series and regression-based models
were extensively utilized. These traditional techniques are particularly adapt at address-
ing linear problems and offering satisfactory outcomes. The principle behind stochastic
time series, for example, relies on the concept of reliable forecasting through the ex-
trapolation of time series models into the future [21]. Furthermore, the regression-based
approach offers the distinct advantage of elucidating the relationship between depen-
dent and independent variables. This method allows for the precise determination of how
these variables interact, enhancing the predictive analysis framework.

In reviewing the literature on the advantages and disadvantages of artificial neural
network methods, as outlined in [22,23], it becomes evident that while neural networks
possess robust capabilities in handling non-linear patterns and operational resilience even
with certain failures within the network, they are not without significant drawbacks. The
autonomous learning capacity of deep learning and its broad applicability across vari-
ous applications are indeed commendable. However, the methodological intricacies and
operational demands of deep learning prompt a reconsideration of their suitability for
forecasting tasks, particularly energy consumption forecasting.

The primary challenges associated with deep learning stem from their substantial
requirements for training time and the necessity to meticulously emulate the architecture
of the neural network for effective operation. Moreover, the scalability of deep learning
becomes a concern, as managing a large network necessitates prolonged computational
efforts. These constraints underscore the potential limitations of deploying deep learning
in environments where computational resources are finite or where rapid deployment is
crucial.

Given these considerations, the choice to employ a statistical approach for forecast-
ing energy consumption is driven by a strategic assessment of both the methodologi-
cal fit and operational efficiency [24]. Statistical methods, by their nature, offer a more
straightforward and interpretable framework for predictive analysis. Unlike deep learn-
ing, these methods do not require extensive training periods or complex network archi-
tectures, making them more agile and easier to implement within a shorter timeframe.
Furthermore, the transparency and simplicity of statistical models facilitate a clearer un-
derstanding of the underlying relationships between variables, an aspect that is crucial
for actionable insights and decision-making in energy management.

Therefore, while recognizing the sophisticated capabilities of deep learning, the
preference for statistical methods in forecasting energy consumption arises from the de-
sire for simplicity in methodology, operational efficiency, and clarity in interpretation.
These considerations are critical in ensuring the forecasting model’s accuracy and prac-
tical applicability, given the limitations of resources and the immediate nature of energy
management goals.

This study adopted a detailed strategy to utilize the AutoReg model for energy con-
sumption forecasting, focusing on the dataset’s time-stamped nature as essential for cap-
turing temporal patterns, following insights from [25]. Recognizing the data’s inherent
seasonality and trends, adjustments were made according to Box [26], to prepare for ac-
curate modeling. The choice of lags, determined by PACF and the Akaike Information
Criterion (AIC), aimed to precisely model the dataset’s temporal structure without over-
fitting, a principle outlined in [27]. Upon implementing the AutoReg model, its predic-
tions were rigorously evaluated against actual data using metrics suited for time series
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analysis, as recommended in [28]. This approach was not only methodologically sound
but also chosen for its practicality and cost-effectiveness after analyzing the dataset’s
characteristics. It underscores the research’s commitment to a balance between accuracy,
practicality, and cost-efficiency in forecasting energy consumption.

3. Methodology

3.1. Research Design

This study employs a quantitative research approach to predict weekly energy consump-
tion. Given the objective nature of the data and the research questions, statistical and
regression modeling techniques were chosen for their ability to provide measurable and
precise predictions. The focus on predictive modeling aligns with the study’s goal to
identify patterns in energy usage and apply these findings to enhance energy management
practices.

3.2. Data Collection

The dataset central to this research is sourced from the Building Energy Management
System (BEMS) at Chulalongkorn University. Energy consumption data was collected
from a seven-story academic office building on the university campus, which occupies an
area of approximately 11,700 square meters and experiences a peak energy load of about
700 kW. The data represents a comprehensive record of the building’s energy usage,
essential for conducting a detailed analysis of consumption patterns from July 1, 2018, to
December 31, 2019. In this study, the overall energy consumption, measured in kilowatts
(kW), has been utilized.

3.3. Dataset Preparation

The dataset underwent an extensive preparation phase to ensure its readiness for predic-
tive modeling. Initially, data cleaning was conducted to correct any errors and remove
inconsistencies, thereby enhancing the dataset’s overall quality. To address missing val-
ues, statistical imputation techniques were applied, ensuring that the dataset remained
comprehensive and representative of the building’s energy consumption patterns. A crit-
ical component of the preparation process involved the meticulous identification and
treatment of outliers. To mitigate the potential impact of these anomalies on predictive
modeling, several statistical techniques were employed. The Interquartile Range (IQR)
method was utilized to detect outliers by identifying data points that fell outside the 1.5
* IQR threshold above the third quartile and below the first quartile. Additionally, the
Z-score method was applied to identify outliers based on the standard deviation. These
techniques allowed for the careful adjustment or removal of outliers, ensuring they did
not distort the modeling process. Furthermore, to address the dataset’s seasonality and
trends—common characteristics in energy consumption data—differencing and detrend-
ing methods were applied. This step was pivotal in achieving stationarity, a prerequisite
for the effective application of the AutoReg model. By transforming the data to a sta-
tionary state, we ensured that the model’s assumptions were met, thereby enhancing the
accuracy of the predictions generated.
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3.4. Predictive Modeling

The AutoReg model was selected for its effectiveness in leveraging temporal dependen-
cies within the dataset to predict future energy consumption. The choice of this model
was informed by its proven track record in time series forecasting, offering a balance be-
tween simplicity and accuracy. The AutoReg model operates on the premise that current
observations in a time series can be predicted from past values. The AutoReg model is
defined in Equation 1.

Yt = α +β1Yt−1 +β2Yt−2 + . . .+βpYt−p + εt (1)

As described in Equation 1, Yt represents the forecasted value at time t, α is the in-
tercept, β1,β2, . . . ,βp are the coefficients indicating the influence of past p observations
on the current value, and εt is the error term. The selection of an appropriate number
of lags (p) is crucial for capturing the dataset’s temporal dynamics accurately without
overfitting. This selection was guided by examining the Partial Autocorrelation Func-
tion (PACF) and employing criteria such as the Akaike Information Criterion (AIC) to
determine the best model fit.

After optimizing the model parameters, including the number of lags, the AutoReg
model was applied to the prepared dataset. This approach utilized historical data points
to generate a prediction, adhering to the linear relationships identified between past and
present energy consumption levels. The model’s forecasting capability was rigorously
evaluated against actual data, ensuring the accuracy of its predictions.

3.5. Realization of the Techniques

In our research, we have used Python and its powerful libraries such as NumPy, Pandas,
and Scikit-learn to implement the methods we adopted to predict energy consumption,
including auto-regression, on the CU-BEMS dataset. These techniques make it possible
to understand and process data. Standard-scaler normalization played an essential role in
improving the accuracy of our model. Matplotlib, Seaborn, and Plotly were used for data
visualization. Initially tested on the DGX device for functionality, the model is available
on Google Colab, expanding research opportunities through the Smart-Home GitHub
repository3

4. Discussion and Results

In this research, the methodology commenced with training the model on data from the
first six months, aiming to predict energy consumption for the first week of the seventh
month, cf. Figure 1. Following this initial stage, the training dataset was incrementally
expanded month by month, allowing for the prediction of energy consumption in the first
week of subsequent months, as shown in Figures 2 to 6, progressing in this manner until
the end of 2019. The dataset in the year 2019 served as the foundational basis for this se-
quential training and forecasting approach. This predicted value was subsequently com-
pared with the actual recorded energy consumption. Similarly, the model training was

3Smart-Home. https://github.com/zahraziran/Smart-Home/tree/main.
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extended monthly and was performed to predict energy consumption in the first week
of the next month. The accuracy of these predictions was evaluated against the actual
consumption figures, which made it possible to determine the accuracy percentage of the
model prediction. In this study, we have used a standard metric, the coefficient of deter-
mination (R2), to evaluate the accuracy of our prediction model. This measure is impor-
tant because of its widespread acceptance in quantifying the variance in the dependent
variable that can be predicted from the independent variable. Using R2 enables a stan-
dardized approach to measuring the predictive power of our model, and ensures that our
analysis conforms to conventional practices. This enables an objective comparison with
established criteria in subsequent studies. As shown in Table 1, the prediction accuracy
obtained in this study was more than 70% for the five months under review. This level of
accuracy can be considered very satisfactory for energy management in smart buildings,
especially when forecasting with smaller data sets and considering that the developed
model does not use complex deep learning calculations.

The progress of this model and the observed prediction error rate highlight the chal-
lenges and limitations inherent in predicting energy consumption with limited data sets
and simplified approaches. Nevertheless, the findings of this study contribute by show-
ing that basic models can yield useful insights for energy management in smart build-
ings. The ability of these models to provide reasonable predictions, despite a reason-
able margin of error, emphasizes the feasibility of using such efficient approaches for
cost-effective energy management. This is especially important in situations where com-
prehensive data may not be available, but informed decisions are essential to increasing
energy efficiency and sustainability.

Figure 1. Total Energy consumption in 2019.

Figure 2. First week of July 2019.

Figure 3. First week of August 2019. Figure 4. First week of September 2019.

The consequences obtained from these results are into two categories. On the one hand,
they emphasize the necessity of developing adaptive forecasting models that can accom-
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Figure 5. First week of October 2019. Figure 6. First week of November 2019.

Table 1. Summary of Results.

Prediction Period Accuracy of prediction (R2)

From 01/07/2019 to 07/07/2019 79.86%
From 01/08/2019 to 07/08/2019 76.39%
From 01/09/2019 to 07/09/2019 81.57%
From 01/10/2019 to 07/10/2019 85.42%
From 01/11/2019 to 07/11/2019 75.69%

modate different degrees of data availability and complexity. On the other hand, they
highlight the ongoing need for model refinement and validation against broader datasets,
which could potentially reduce the margin of error and improve prediction accuracy. Es-
sentially, this research lays the foundation for further studies aimed at optimizing energy
consumption prediction models, thereby contributing to more sustainable and efficient
energy management practices in the smart building sector.

5. Conclusion

In conclusion, this study has underscored the effectiveness of statistical methods for pre-
dicting energy consumption in smart buildings, achieving a predictive accuracy of over
75%. This accomplishment highlights the substantial potential of adopting simpler, more
transparent analytical models for energy management, especially when faced with limi-
tations such as small datasets and the need to avoid complex computational methodolo-
gies like deep learning. The research herein not only enriches the academic discourse
around energy consumption forecasting but also provides practical insights for enhanc-
ing energy efficiency and sustainability in smart buildings. By demonstrating that ad-
vanced outcomes can be achieved without resorting to intricate algorithms, this study
advocates for a shift towards more accessible and computationally efficient predictive
analytics. Reflecting on the methodology employed in this study, a significant advantage
is its understandability, which starkly contrasts with the often opaque nature of complex
AI systems. The statistical approaches used here illuminate the prediction processes, of-
fering clarity on how inputs are transformed into forecasts. This transparency is crucial
as it facilitates informed decisions based on clear insights rather than obscure computa-
tions. Future research will continue to explore and emphasize the value of explainabil-
ity in predictive models. Furthermore, future studies will not only compare the results
obtained from this approach with those derived from deep learning techniques but will
also evaluate the efficacy of this method against other predictive models based on sta-
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tistical and machine learning algorithms. This comparative analysis will further validate
the effectiveness and applicability of our approach in various forecasting scenarios.
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