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Abstract. In this study, we explore the integration of ChatGPT with the Insieme
platform, a robust electronic and mobile health system designed as an Italian and
Slovenian project. This integration provides a novel way in which users access
medical information, offering online support from healthcare professionals and en-
abling interactions with a sophisticated virtual assistant that utilizes cutting-edge
natural language processing technologies. Our paper delves into the specific fea-
tures of the Insieme platform, presenting a comprehensive explanation of the virtual
assistant’s implementation. The incorporation of ChatGPT into this medical plat-
form introduces new solutions and challenges stemming from integrating a chat-
bot and an integral medical platform, potentially transforming the landscape of the
Slovenian healthcare system. Furthermore, we examine the broader implications
of this technology in enhancing patient care and optimizing healthcare workflows.
Our working prototype provides perspectives on the evolution and future prospects
of digital health solutions.
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1. Introduction

According to the WHO report Health and care workforce in Europe: time to act [1], all
countries in the European region are facing challenges due to health and care workforce
ageing. Many countries are already facing shortages of medical workers. While tech-
nology generally cannot replace medical professionals directly, it can help reduce their
workload. This work investigates the possibilities of using an LLM integrated with a
dedicated e-health platform to inform patients about healthcare related topics.

One of the key features of ChatGPT is its ability to understand and process complex
queries in natural language, thus making it more intuitive for users without medical train-
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ing. This is particularly important in areas where access to healthcare professionals is
limited. By providing immediate, AI-driven responses, ChatGPT can effectively bridge
the gap in primary healthcare information. Continuing from the initial integrations of
ChatGPT with medical knowledge, we delve deeper into the specific applications and
benefits of this technology within the Insieme integral medical platform.

Furthermore, we explore the use of ChatGPT in patient education and health liter-
acy improvement. By offering personalized, easy-to-understand explanations of medical
conditions, treatments, and health tips, the platform may play a significant role in em-
powering patients to take charge of their health, providing medical information on the
national services. This aspect is crucial in preventive medicine, where informed patients
are more likely to engage in health-promoting activities and adhere to treatment plans.

Another aspect covered in this paper is the potential of ChatGPT in assisting health-
care professionals. The AI can serve as a support tool for doctors and nurses, providing
quick access to medical literature, drug information, and case studies, thus enhancing the
quality of care provided to patients.

Finally, we present the results of preliminary studies conducted to assess the effec-
tiveness of ChatGPT in the Insieme platform. These studies focus on user satisfaction,
accuracy of information provided, and the impact on healthcare outcomes. The results
indicate a promising future for AI in healthcare, with potential applications extending
beyond the current scope of the Insieme platform. We conclude by discussing future de-
velopments, including the integration of more advanced AI capabilities and expanding
the reach of the platform to more users and healthcare settings. This exploration sets the
stage for a new era in digital health, where AI becomes a fundamental component in
delivering patient-centered, efficient, and accessible healthcare national services.

2. ChatGPT in Medicine

Our experiment started with several tests with open-source AI chatbots (for example:
Bot for waiting queues and JSI assistant both were developed at JSI) integrated with
the Insieme platform, but unfortunately they did not provide the desired quality of per-
formance. Comparisons even with the default ChatGPT-4 without additional knowledge
from the Insieme platform did not show any advantage. The next step was to integrate
the large language model GPT-4 with the knowledge of our Insieme platform. The main
reason for the project were reports that when compared to humans, even the default GPT-
4 version generated more elaborated responses in terms of the quality of the answers
and empathy [2], as demonstrated in Figure 1. Consequently, we decided that our virtual
assistant would be based on the GPT-4 model.

GPT-4 was developed in March 2023 and represents a significant advancement in the
field of natural language processing, particularly useful for answering questions, gener-
ating texts, and translating into other languages. Compared to previous generation mod-
els, the reliability and accuracy of responses have increased, and there is improved man-
agement according to user commands (for example, specifying the style of the generated
response). Numerous tests [3] (various exams and knowledge tests from different fields)
have shown that GPT-4 achieves results that are often comparable to those achieved by
humans. It also performed well in several medical tasks [4–8].
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While several other AI applications such as question answering methods provided
reasonable information [9], GPT-4 seemingly outperforms competition particular in its
generality and generativity [8, 10, 11].

Figure 1. Comparing physician and artificial intelligence chatbot responses to patient questions posted to a
public social media forum. JAMA internal medicine, 183, April 2023.

AI vs MD [2]: ChatGPT Outperforms Physicians in Providing High-Quality, Empathetic
Healthcare Advice - SciTechDaily: This article reports on a study that compared the
quality and empathy of the responses of ChatGPT and physicians to real-world health
questions. The study found that healthcare professionals preferred AI responses to those
of physicians 79 % of the time, citing higher quality and empathy.

Comparison of GPT-3.5, GPT-4, and human user performance on a clinical deci-
sion support system - Nature [12]: This article reports on a study that compared the
performance of GPT-3.5, GPT-4, and human users on a clinical decision support sys-
tem (CDSS) that provides diagnosis and treatment recommendations for eye diseases.
The study found that GPT-4 achieved the highest accuracy and efficiency, followed by
GPT-3.5 and human users.

Study Finds ChatGPT Outperforms Physicians in High-Quality, Empathetic An-
swers to Patient Questions - UC San Diego: This article reports on a study that compared
the quality and empathy of the responses of ChatGPT and physicians to patient ques-
tions. The study found that ChatGPT responses were rated significantly higher in quality
than physician responses: good or very good quality responses were 3.6 times higher for
ChatGPT than physicians (physicians 22.1 % versus ChatGPT 78.5 %).

The conclusion drawn from these studies suggests that we are progressing towards
the development and implementation of artificial intelligence systems equipped with soft
skills and empathy, similar to those of humans. This advancement shows promise in
enhancing the support provided to medical personnel.

Instead of using the default GPT model or modifying the existing GPT model, we
enabled the user to inquire about data obtained from our Insieme platform and other doc-
uments that can be supplied in any number. In this way, we separate the language model
and the knowledge base, allow the user to communicate with the given documents, and
use only information found within the supplied documents to generate the answer, ensur-
ing the most relevant response for the user. With this approach, we can easily add new
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sources of information and adapt the model for specific tasks; without training the exist-
ing model, which would otherwise be time-consuming and computationally demanding.

3. Insieme

For our test medical platform, we chose Insieme Figure 2., which was recently developed
in collaboration with Slovenian and Italian partners as part of the cross-border ISE-EMH
project [13]. It is equipped with a user-friendly interface that allows users to easily and
elegantly access useful healthcare information from a single website. The core idea is
that it provides similar information as “Dr. Google”, but concentrated on the needs and
possibilities of the local population. It is considered that an average user would find most
of the relevant medical basic information in a couple of minutes, including applications,
services, institutions and alike.

Figure 2. Insieme platform - https//www.ise-emh.com.

The main functionalities include the ability to search for services using a side menu bar
or search function, online human assistance (live chat with a call center or healthcare
expert), viewing health-related video content, and using a virtual assistant, which is pre-
sented as the central theme in the remainder of the article. All this content is available to
users in three or four languages.

On the left side of the main menu is a list of services offered by the Insieme plat-
form. This menu bar allows selection among different branches of medicine, after which
the choice expands to diseases and medical conditions associated with the chosen branch
of medicine, and information services related to the selected medical specialization are
also displayed. By clicking on one of the medical conditions, e.g. oncology, the user is
redirected to the corresponding subpage. There or a step further, essential basic informa-
tion about the course of the disease, symptoms, possible prevention, and further action is
available. Below, there are more links to external websites, enabling the user to acquire
appropriate knowledge about the chosen disease. While that information can be found on
the web, it might be even medically misleading in contrast to the information gathered
in the platform, carefully evaluated by medical experts.
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Besides manually navigating between the subpages of the platform, users also have a
search functionality that displays all services on the platform matching the search string.

Online human assistance is also available to users. On the entrance page, there are
lists of call centers and active doctors that can be contacted via the live web chat inte-
grated into the platform.

The Insieme platform offers several built-in assistants: queue assistants, IJS assis-
tants, service search, virtual assistant for medicine, and links to other non-integrated as-
sistants.

4. GPT-4 Insieme-Enriched Medical Assistant

4.1. Background

The preexisting virtual assistant on the Insieme platform was designed to answer health-
related questions. With the appearance of GPT-4, we enhanced the existing assistants
with a ChatGPT-type assistant (or inversely, enriched GPT-4 with the Insieme platform).
This assistant possesses a vast amount of its general GPT-4 knowledge from the web, as
well as additional local information related to the Insieme project.

The first issue in using the assistant is the large amount of information to be included
(perhaps books or even videos). Large language models typically have a limitation on
how much text they can accept [14]. Therefore, it is crucial to provide only essential
information to the large language model. Key to this are word embeddings and vector
databases.

4.2. Word Embeddings and Vector Databases

Embeddings are a way to represent words, sentences, or even entire documents. To cal-
culate them, we need appropriate models that have been trained on a huge amount of
data and can find relationships between words by analyzing patterns in the data [15]. In
our case, we used a model offered by OpenAI — text-embedding-ada-002. By obtain-
ing a vector for each word, we can represent the meaning of the text. Word embeddings
can be represented in multidimensional spaces, where words or sentences with similar
meanings are close to each other — we can calculate distances between vectors to find
semantically related words.

Vector databases store information in the form of vectors, often referred to as word
(vector) embeddings. This allows us to index and search through a huge amount of un-
structured data, such as images, raw text, or sensor data. Vector databases organize data
using high-dimensional vectors, each dimension describing a specific characteristic of
the data object it represents. Vector databases differ from traditional databases that store
data in tabular form in that they return results based on similarity (traditional databases
return exactly matching objects) [16]. Various measures, such as cosine similarity, are
used to measure similarity between vectors in vector space. These measures allow us to
compare vectors stored in our vector database and find those most similar to the user’s
input vector. They thus enable work with complex data and fast searching, which would
otherwise cause difficulties for traditional databases. Suppose we have a document that
we would like to index. We will use a model that enables the creation of word embed-
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dings (we mentioned text-embedding-ada-002 above) [17]. We store them in the selected
vector database, and a reference to the document from which the embedding was created
is saved. Whenever our user sends a query, the same model is used to create embeddings
— we use them to find the most similar word embeddings in the vector database, which
are linked to the original document where they were created due to the mentioned ref-
erence. The obtained documents can then be provided to the large language model —
the documents will be used as context for generating a response. Because of all these
features, vector databases are an excellent choice to enrich our generative models.

4.3. Implementation

The overall schema of the system implementation is presented in Figure 3.

Figure 3. Diagram of key components integrated into the system.

One of the more important tools for implementing ChatGPT in Insieme is the LangChain
library, which facilitates working with large language models (LLM). LLMs can effi-
ciently perform a large number of different tasks, but there is a likelihood that they
will not be able to correctly answer questions from specialized fields, such as medicine.
LangChain helps us upgrade our models with knowledge of specific fields and enables
them to be aware of data and conversation context. LangChain is a powerful tool that fills
the gap between language models and domain knowledge, which is also why LangChain
is increasingly used in applications that perform tasks related to natural language pro-
cessing. LangChain includes numerous modules that help in development [18]. The next
essential component of the system is vector database, presented in section 4.2. We de-
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cided to use the open-source vector database Milvus, which allows efficient storage of
vectors, their indexing, and also offers an API (application programming interface) that
enables easy integration with different programming languages. The connection between
the Milvus vector database and the GPT-4 language model is straightforward, as there is
no need to specially label the data or retrain the model. The data needs to be converted
into vector form and stored in Milvus. The final response generated by the model is
thus created by referencing content in our document collection, ensuring that the virtual
assistant obtains the right data and consequently reduces the likelihood of errors.

The first step in this development is uploading data into ’Documents’, which are
actually pieces of text. The Document Loader module in the LangChain tool simplifies
this task and allows for easy uploading and preprocessing of our data — we can use
DirectoryLoader, which allows us to store all used documents in a common directory.
This is followed by dividing the documents into smaller pieces — the text splitter allows
for breaking long text parts into smaller, semantically meaningful chunks [19]. This task
may seem simple, but it involves some complexity. The goal is to divide the text in a way
that keeps semantically connected parts together, where ’semantic connectivity’ depends
on the type of text being processed. Text splitters divide the text into small pieces, often
based on sentence boundaries. These small pieces are combined into larger pieces until
they reach a certain size determined by a pre-defined function for measuring the size of
the piece — when a piece reaches the desired size, it becomes an independent piece of
text. Then a new piece is created with some overlap (chunk overlap) to maintain context
between individual pieces.

This is followed by the generation of word embeddings, which play a key role in
representing textual information. The Embedding class in the LangChain tool serves as
a standardized interface for various embedding providers, including OpenAI. Through
the generation of word embeddings, the text is converted into a vector representation,
enabling semantic analysis and tasks such as semantic searching. All this is stored in
our vector database as a new index using built-in methods enabling semantic searches
over this object and retrieval of documents relevant to the user’s input. The obtained
documents are then forwarded to the language model, which treats the documents as
context for generating a response.

In Figure 4, one can see the process of responding to user questions. ChatGPT flu-
ently answers health questions by considering general knowledge, medical knowledge
from the entire web, and specific knowledge from the Insieme platform. The user can
fluently change language from Slovenian to English and Italian. All users are anonymous
in order to prevent identification. The communication is through the platform calling for
GPT-4 enriched by the Insieme platform information and knowledge.

This reply at first glance resembles replies from GPT-4, but in reality they are tai-
lored for an average local user in terms of understandability and in addition they are
checked by medical experts so no hallucination is possible - whenever the reply can be
obtained directly from the Insieme platform.

The next phase is typically a discussion about which measures to take for prevention
and cure, and where professional help can be found.

The verification and assurance of informative and appropriate responses were carried
out by the authors of the paper and members of the department, and medical experts, but
no formal evaluation was yet performed. ChatGPT was tested with questions that covered
the knowledge contained in the Insieme platform with the purpose to improve the system.
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The generated responses were critically evaluated, and corrections were introduced in
case of any deviations from expectations. The accuracy of the obtained answers is of
crucial importance to the user, as misleading and inaccurate answers, if considered by
the user, can in severe cases even lead to a deterioration of health conditions. The content
of the Insieme platform, which provides the context for the virtual assistant to generate
responses, was previously prepared by healthcare experts, allowing the user to obtain
verified and useful information. Testing the system was performed by medical and AI
experts. We have inserted one PDF document, which includes the text from Insieme
platform of size around 1 MB.

Figure 4. An example of questions and answers from ChatGPT in the multilingual platform Insieme.

5. Conclusion

This paper presents the implementation of the conversational virtual assistant ChatGPT
into an electronic and mobile health platform called Insieme. The core idea is to provide
information as GPT4, “Dr. Google” and the Insieme platform in a way that the core
medical world-wide and local knowledge (e.g. local E-health mobile services, medical
institutions) is integrated for most common issues, providing multimodal multimedia
information, e.g. QA, video information. The rare medical cases are left to GPT-4 to
figure them out.

In general, in the sense of reading from a vector database, the experiments demon-
strate that the prototype system is capable of providing both standard ChatGPT responses
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and additional information based on data accessible from the platform. The implementa-
tion was successful for testing in terms of local evaluation.

As part of the introduction of the virtual assistant, other language models from the
Llama 2 family were also tested and locally installed. A problem arose as most of the
training data used was in English, making the model unsuitable for use in the Slovenian
language. The possibility of testing more advanced models from the Llama 2 family still
remains open in the future, primarily because of local installation. This brings a new
aspect of use, as in this way all data would be locally accessible, eliminating the need for
external data access, as is currently necessary with the use of ChatGPT. Sending formal
medical data out of Slovenia without the consent of the user is legally not permitted.

A problem with all communication with GPT-4 is that the quality of reply relies on
the quality of input. If a user inputs wrong information, GPT-4 will not provide sensible
replies. It is also a problem with training data [19].

Our main aim is for the platform to present foundational ideas on how the healthcare
system could be modernized, while aiming to relieve the burden on professionals in this
field and simultaneously provide all users with access to an effective and constantly
available source of information based on the latest research findings.

Experiments in this study show that generative artificial intelligence is indeed useful
and promises radical improvements if successfully implemented in Slovenian healthcare,
in particular if enriched by general basic and local information and knowledge.
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