
Social Aware Navigation Based on
Proxemic Interaction for an Autonomous

Wheelchair

Giovane FERNANDES a,1, Anderson LEITE a, José DÍAZ-AMADO a,b and
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Abstract. Social robotics is an increasing area that has boosted the integration of
robots and people in common environments. Thus, new human-robot interaction
(HRI) techniques have emerged to make robots behave in acceptable and social
ways. Proxemic interaction is one of these new techniques, that dictates the interac-
tion between people and devices based on distance, which in turn defines proxemic
zones. In this sense, robots must respect the proxemic zones of people around them,
while navigating in the shared spaces. In this work, we propose a social aware navi-
gation system based on proxemic that responds to voice commands integrated with
a chatbot to define path planning for a wheelchair, in around a crowded environ-
ment. This social navigation system is integrated into GProxemic Navigation, a sys-
tem that automatically provides the robot location and decides the proxemic zones
of people that robots (an autonomous wheelchair, for this work) must not transverse
during their navigation, according to the environment characteristics. With this im-
plementation, the autonomous wheelchair can be driven to make the most efficient
path respecting the social constraints of the environment
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1. Introduction

Social robotics is becoming more and more present in people’s daily lives [1,2,3]. Nowa-
days, there is an increasing research interest to incorporate social robots into crowded
environments for providing services to people in areas such as hospitals, museums,
malls, education centers [4,5,6]. Service robots have expanded its performance from au-
tonomous works in traditional manufactures until performing basic human tasks in social
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environments to offer services. In this context, new approaches to improve human-robot
interaction (HRI) are demanded, in particular to make robots be aware to social inter-
actions. As a result, several adaptations to new environments are necessary, which can
make robots more complex and with new capabilities. In addition, it is important that
robots understand human behavior and the characteristics of environments, using differ-
ent tools, such as GProxemic Navigation [7], which delimits the proxemic zone accord-
ing to the characteristics of the environment, and Dialogflow, which works with natural
language processing. These particularities improve the HRI, as they provide the ability to
analyze speech, being able to obey voice commands, such as in [8,9,10], and the capacity
of respecting social constraints during robots’ navigation (i.e., social navigation).

Interaction based in proxemics is defined according to the distance between people
and the digital devices to interact with [11,12,13,14]. In robotics, proxemics is becoming
commonly used to improve HRI and to implement social navigation [15], in terms of
the four proxemic zones defined by the distance: intimate (defined by a distance of 0-50
cm), personal (when people proximity is 0.5-1m), social (if distance is 1-4 m), and public
(with distance > 4m).

Social navigation for robots means to consider the proxemic zones of people to
respect social constraints and thus avoiding a disruptive attitude of humans towards the
robots [16,17]. The way a robot moves reflects its intelligence and delineates its social
acceptance, in terms of the perceived safety, comfort, and legibility. Thus, researchers are
focusing on making robots to act naturally, by considering people and trying to generate
some feeling, recognizing emotions, showing implicit and explicit social patterns, and
considering social places and its characteristics [18,19,20,7]. In this context, we propose
a proxemic aware social navigation system for an autonomous wheelchair to respond to
voice commands that indicate a new location in the environment. This social navigation
system is integrated into GProxemic Navigation system [7], which is able to identify the
robot’s localization (the autonomous wheelchair, for this work) and respect the people
proxemic zones according to the environment characteristics.

From a human perspective, the integration of a proxemic aware social navigation
system into an autonomous wheelchair could greatly improve the wheelchair user’s ex-
perience in crowded environments. By considering the social constraints and proxemic
zones of people in the environment, the wheelchair can navigate in a more natural and
socially acceptable way, providing a sense of safety and comfort for both the user and
those around them. The use of voice commands and natural language processing also al-
lows for more intuitive and seamless control of the wheelchair, enhancing the user’s au-
tonomy and independence. Overall, this work presents a promising approach to improve
HRI and enable more inclusive and accessible environments for all.

2. Related Work

Currently, there exist many studies proposing service robots in several sectors, such as
in restaurants, taking the customers orders to their tables and also being responsible for
the payment [21,22]; in hospitals, carrying medical equipment among the departments,
streamlining the process, and being able to save lives in addition to reduce surgical op-
erations costs [23,24]; in the tourist sector, social robots are highlighting themselves in
taking the tourists to their goal in different places [25] or exploring an archaeological
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site [26]. For robots to make these tasks, it is necessary they navigate into the environ-
ment with no collisions. For this purpose, robots are equipped with sensors that gather
different types of information from the environment to be processed by them [27]. Com-
puter vision is one of the popular techniques used for processing such information; for
example, to read the characteristics of the images in static environments, or even in dy-
namic environments, where the goal and the objects move over time.

However, when people are sharing with robots the same environments, it is impor-
tant to consider new robots capacities to make their behaviors more socially compatible.

Social robotics emerges from this need fostering research beyond people detection
and considering other aspects of people, such as emotion recognition [28] and proxemic
interactions [15,29,30,31,32], to improve HRI and facilitates the navigation process.

Due to the complexity and necessity of robots to supply more and more complex
services, the integration of several techniques and approaches appears as more efficient
solutions. Authors in [33] explain how the integration of different frameworks are impor-
tant for robotics. Tools like auto-localization, combined with IoT and computer vision
techniques, are useful for rescue robots [34] or robots assisting in agriculture [35].

The work presented in [7], proposes GProxemic, a proxemic navigation system that
receives an IP address and is able to define the localization and the environment the robot
is as well as the correct proxemic zones to be respected.

However, despite the recent research advances, there is a mismatch in the develop-
ment of applications for social robots. Thus, there exist still needs to facilitate the HRI
processes with neurocognitive mechanisms to recognize the critic insights of the interac-
tion, for example considering voice processing for HRI, as described in [6].

The proposal in [36] allows the robot to understand the request sent through voice
recognition, measuring the distance to reach the object and get it. Also, in [37], using
voice command, the navigation replace the traditional buttons, making the vehicle moves.

In this work, the main contribution is to integrate three different systems to imple-
ment a social aware navigation system in a service robot (an autonomous wheelchair): (i)
a voice detection system to identify commands to make the robot move, using a chatbot,
(ii) a geolocation system to determinethe proxemic zone in different environments; and
(iii) a proxemic navigation algorithm, that considers the social constraints according to
proxemic zones.

3. Social Aware Navigation System: Our Proposal

To insert the service robots in social environments, it is necessary the use of several tech-
niques that support HRI, as well as autonomous navigation respecting social constraints.
To do so, we propose a proxemic based navigation system, roughly composed by three
subsystems: (i) the voice recognition system (chatbot) [8]; (ii) the GProxemic Naviga-
tion system [7]; and (iii) the social navigation algorithm [15]. In the following, we detail
each component.

A chatbot implements the voice recognition system; to do so, we use the Erika ar-
chitecture [8,38], which is based on the reliable Dialogflow technology, developed by
Google LCC. The integration of the Erika architecture for the Chatbot in our system,
allows a user to indicate the location in the environment where he/she wants to go (for
example, bathroom). In the current version of our system, we do not exploit all the fea-
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tures of this technology; the chatbot is limited to only indicate places; however, it can be
extended to implement a richer HRI, for example, to establish a conversation with the
robot.

The GProxemic Navigation system [7] maintains automatic location maps with se-
mantic annotations. That is, this system uses the Mapbox API that requests the geo-
graphic coordinates of a satellite, then these data are converted into annotations and pub-
lished in ROS. With this information, the robot can define three different proxemic zones
to respect: the personal zone, the social zone, and the public zone. The choice of these
zones depends on the characteristics of an environment. For example, in an office the
robot must obey the personal zone, because it is an environment that needs more agile
activities. However, in a restaurant the robot must obey the social zone, because it can
intimidate people.

The social navigation algorithm is based in the proposal presented in [15], which
combines Social Momentum and A* to perform an autonomous proxemic navigation in
a known map. This social navigation algorithm takes into account proxemic zones of
people, and even of other robots sharing the space, to define the path from its current
location to the target new location. To be able to perform the autonomous navigation, the
robot must know the environment. To do so, the robot can apply a traditional Simultane-
ous Location and Mapping (SLAM) algorithm to previously know the map of the envi-
ronment. In this version, we use an Adaptive Monte Carlo Localization (AMCL), based
on a filter of particles to track back the position of a robot during its navigation, while
it builds the map. Thus, from the GProxemic Navigatin system, the social navigation al-
gorithm receives its current location in the world and, through the characteristics of this
environment, the proxemic zone is defined in which the robotic prototype must respect
in its trajectory.

The integration of these three systems to conform the social aware navigation system
is summarized in Algorithm 1, Firstly, if the robot does not know the environment, it has
to apply a SLAM algorithm to generated it (line 1). The robot receives a signal from the
satellite indicating its current geographic point (line 2) and the proxemic zones it must
configure (line 3), both from the GProxemic system. At this moment, the system load
the correct proxemic zones among three different ones: personal, social, and public (the
intimate zone will not be approach in any environment), according to the environment
the robot is located. The chatbot is driven by voice commands to indicate a place in the
environment (line 4). Since the robot knows the environment map, it can match the voice
command to a specific location in the map, and start the autonomous navigation (lines
5). In this step, it must be chosen a specific place in the map and start the autonomous
navigation considering social constraints (lines 6).

Algorithm 1. Chatbot, GProxemic, and Proxemic Autonomous Navigation Integration
1: If (unknown map) then Generate Maps with SLAM
2: Receive signal for Satellite from GProxemic
3: Identify Environment with proxemic zone from Gproxemic
4: Identify voice command (chatbot)
5: Receive a goal from chatbot
6: Make Social Navigation
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4. Implementation and Results in an Autonomous Wheelchair

The actual wheelchair prototype was simulated as shown in Figure 1. We implement the
proposed social navigation system in a simulated autonomous wheelchair, as shown in
Figure 2. The implementation was tested in a simulated environment using ROS Melodic,
that afford libraries and tools to help in the development of robotic applications. The
simulated wheelchair is equipped with a Lidar sensor, responsible for catching the envi-
ronment data and, through ROS, communicates itself with Gazebo and Rviz (to perform
SLAM) and MATLAB software (the social navigation algorithm).

Figure 1. Simulated and real model

Gazebo was used to allow the wheelchair to create the map of the environment; the
AMCL SLAM algorithm was implemented based on the gmapping package in ROS and
the Laserscan of the wheelchair to the viability of the navigation planners. In Rviz, we
control the global and local planners to capture and manage the sensor data about the map
built. The proxemic navigation system was implemented in MATLAB. GProxemic and
the chatbot systems communicate themselves with the wheelchair through ROSLibJs

library, that creates specific topics to each system and sends messages to MATLAB (the
proxemic navigation system), reading and incorporating the data and the functionalities
to the navigation execution.

Figure 2. General architecture of the social aware navigation system

The simulated environment was a museum, divided into different sections, as shown
is Figure 3: section 1, represents the museum entrance; section 2 represents the museum
guide; section 3 is a room to find initial information of the museum; section 4 is an office;
section 5 is a hallway with posters; section 6 is the entrance to the bathroom; section 7 is
the central room of museum; and section 8 represents the farewell poster room.

Algorithm 2 shows the steps to social aware navigation based on proxemic interac-
tion, implemented in an autonomous wheelchair and simulated in ROS/Gazebo. Firstly,
the wheelchair draws the museum map (line 1). It receives a signal from satellite indi-
cating its geographic location from GProxemic (line 2). Thereafter, this information is
converted to semantic annotation and published in a topic in ROS (lines 3-5). At this
moment, the system loads the correct proxemic zones among three different ones (per-
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Figure 3. Representation of the different sections of the museum

sonal, social, and public), according to the environment the wheelchair is located (lines
6-12). The chatbot is driven by voice commands and sends a semantic annotation to
another topic in ROS (line 13). In this step, it must be chosen a specific place in map
from the navigation must start running (lines 14-25). Lastly, the wheelchair position (line
26), the obstacle matrix from ROS (line 27), the final goal to where the prototype must
navigate (line 28) are received to perform the autonomous navigation considering social
constraints (line 29).

Algorithm 2. Chatbot, GProxemic, and Proxemic Autonomous Navigation Integration: study case
1: If (unknown map) then Generate Maps with AMCL SLAM
2: Receive signal for Satellite from GProxemic
3: Send Data String for ROS
4: Publish a topic with local data:
5: proxemic topic← local
6: switch proxemic topic do
7: case o f f ice,home, industry
8: Define personal proxemic zone
9: case restaurant,hospital,museum,etc.

10: Define social proxemic zone
11: case shopping,airport,square,etc.
12: Define public proxemic zone
13: dialog f low topic← goal
14: switch dialog f low topic do
15: case entrance
16: Define goal to the Entrance
17: case museum center
18: Define goal to the Museum Center
19: case bathroom
20: Define goal to the Bathroom
21: case Other Environment..
22: ..
23: ..
24: ..
25: ..
26: Receive robot position from GProxemic
27: Receive obstacles from ROS
28: Receive a goal from Chatbot
29: Make Social Navigation

The RViz was used to prove the real trajectory done by the autonomous wheelchair
around the map, and the Matlab to show the theoretical trajectory. In the experiments,
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the GProxemic sends a semantic annotation to the wheelchair indicating that it needs to
obey the social zone, because it is in the museum. The user activates the wheelchair by
a voice command, and the chatbot indicates that he wants to go to the Entrance (section
1, in Figure 3). The wheelchair navigates to this area considering social restrictions, the-
oretically in Matlab, as shown in Figure 4; the concentric circles represent the proxemic
zones of people in the museum, five people in total, but only two people are in the navi-
gation path, unfortunately this autonomous navigation model does not yet support people
in motion. The limitation of our system is because the map we generate is static, and
the algorithms used cannot change the navigation route if there are moving objects. To
solve this limitation, we are studying dynamic SLAM techniques and computer vision
algorithms that allow autonomous navigation with moving objects.

Metrics describing the navigation path can be seen in [7] . Practical navigation in
RViz is shown in Figure 5.

Figure 4. Wheelchair trajectory respecting the social restrictions theoretically in Matlab, in a museum and
with objective the entrance

Figure 5. Wheelchair trajectory respecting the social restrictions practically in RViz, in a museum and with
objective the entrance

Figure 6 and Figure 7 show the trajectory theoretically made in the Matlab and
the practical trajectory in RViz, when the voice command is changed to museum center
(section 7 in Figure 3). In this case, only two persons are simulated that are in the path
of the navigation (see Figure 6).The autonomous wheelchair recognizes the environment
where it is inserted and defines the social proxemic zone to be respected, with the support
of the GProxemic system.

These results make it explicit that the objective is reached. The chatbot can send
the final objective of the trajectory to the wheelchair, which can be activated by voice
commands. The GProxemic sends the geographic point, so the wheelchair recognizes the
environment and the proxemic zone it must respect.
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Figure 6. Wheelchair trajectory respecting the social restrictions theoretically in Matlab, in a museum and
with objective the central museum

Figure 7. Wheelchair trajectory respecting the social restrictions practically in RViz, in an office and with
objective the central museum

In relation to the navigation with social constraints, it is significant that the theoret-
ical trajectory represented by Matlab in Figure 4 and in Figure 6 is so similar with the
trajectory in practice represented by RViz in Figure 5 and in Figure 7.

The simulation has been optimized for better performance. At Figure 7, for example,
we observe the trajectory made in RViz, when the wheelchair has its frontal orientation
contrary to its objective, it needs to rotate around its own axis to reach the final target;
that is, the robot needs to turn, and for that it needs to move, generating this circum-
ference when starting the path. In this case, we have a different trajectory from the one
theoretically imagined in Matlab in Figure 6, approaching the proxemics that it needs to
respect, but also approaching the path that a real wheelchair would take. In other cases,
shown in Figure 4, Figure 5, and Figure 6, there is no such problem, as the forward
orientation of the chair is directed to the goal.

The simulations were made using a museum as an example of social environment.
However, whether the place is a coffee shop, a mall, restaurant, or another social en-
vironment, we can note that the system is able to adapt itself to these new scenes.
This adaptability works in the integration with GProxemic, because it aims to catch the
main characteristics of the place, molding the proxemic and the autonomous naviga-
tion to the localization where the robot is. The simulation with results can be seen at:
https://www.youtube.com/watch?v=NeLJSbi74QY&t=242s&ab channel=Gipar-IFBA
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5. Conclusion

Through the integration of GProxemic Navigation system (a geo-location system), a
chatbot, and a social navigation algorithm it was possible to develop an autonomous nav-
igation system that considers proxemic zones. The autonomous navigation system was
implemented in an autonomous wheelchair, as the study case. The GProxemic Naviga-
tion system allows the wheelchair to follow the route by respecting the concepts of so-
cial restrictions, adapting to other environments, cultures, or social places. The chatbot
enriches the HRI by providing greater accessibility to the use of the navigation system.

We are currently developing a real prototype, in which we can operate the chair
remotely, read the sensor data through the web system we created. The objective is to
migrate all the simulation technology to the real prototype. Check out the video of the
tests done in the laboratory: https://youtu.be/4nd0rR2BamE
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