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Abstract. This paper introduces an Artificial Intelligence (AI)-enabled
system to assist patients to follow a treatment plan at home. The deep
learning model is a Convolutional Neural Network (CNN) classifier that
is able to detect a drug even when shown in different orientations. The
CNN model is trained for each patient based on his/her prescription
medicine schedule. The advantage of the system is the dynamic func-
tionality that makes it a good solution for personalized medication. The
GUI demonstrates that the system can assist patients in taking the cor-
rect drug and prevent medication errors.
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1. Introduction

The occurrence of diseases among individuals has been on the rise in recent times,
leading to a rise in the use of prescribed medicines worldwide [5]. Home treat-
ment often requires patients to complete a medication course[7], with many pa-
tients being prescribed two or more drugs. However, due to sensory disabilities
such as visual or hearing impairment, or amnesia, patients may have difficulty
completing the course successfully [13]. It is common for older patients to have
sensory disabilities such as visual and hearing impairments, as noted in studies
[2][23]. As per the report published by the World Health Organization (WHO),
around 65% of people aged above 50 suffer from visual and hearing impairments.
Due to these sensory disabilities or illiteracy, most patients end up taking the
wrong dosage of medication during their home treatment [20,4]. Additionally,
some patients tend to forget to take their medication on time due to amnesia.
These medication errors and the resulting Adverse Drug Events (ADE) can have
serious consequences[19]. ADEs are especially prevalent among older people [10].
WHO reports that 30% to 50% of patients who receive home treatment take the
wrong dosage, which is responsible for most deaths. In the United States, medi-
cation errors affect over 7 million patients every year and are the eighth leading
cause of death [27]. While general pill reminder systems have been developed to
remind patients of their medication schedule, they have not addressed the issue
of medication errors caused by sensory-disabled patients.

Recently, with the development in machine learning algorithms [18] and neu-
ral network [16], the aim of Artificial Intelligence (AI) has become a step closer.
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AI has significant application in many areas including:healthcare [8,25], UAVs, 5G
and autonomous control [15], risk management [20,26], communication [14,11].

The solution to this problem proposed in [3], given the definition of CNN
Based prediction model to recognize medicines and assist patients with sensory
disabilities to take the correct medicine. However till now not any cloud-based
monitoring systems have been developed that assist multiple patients by provid-
ing personalized monitoring assistance to them. As in recent development, the
deployment of ML and deep learning models in cloud computing applications in-
creasing rapidly. So our contribution to extending the idea given in [3] to cloud
computing. Cloud computing has a multi-tenancy feature, which means that mul-
tiple clients can use the same computing resources without being aware of each
other, and each client’s data is not accessible to other clients. Our proposed solu-
tion to the problem of medication errors caused by sensory disabilities in patients
is a cloud-based CNN monitoring system that provides personalized assistance to
each patient during medication. For creating personalized assistance, we have to
train a model for each user separately. Since each patient has different prescribed
medicines for different diseases, it’s impractical to build one global model that can
provide personalized assistance. Therefore, we proposed that each user uploads a
minimum of 20 images of each medicine prescribed to them for home treatment
to the server to train a personalized CNN model. This approach has not been
explored in the literature, and we believe it can significantly reduce medication
errors.

We used a Convolutional Neural Network (CNN) to recognize the medicine
taken by the patient. The rest of the paper is organized as follows: section 2 pro-
vides an overview of related work, while Section 3 presents the technical back-
ground of neural networks. Section 4 describes our methodology and experimen-
tation, and section 5 provides detailed information about the experimental results
and analysis. Finally, in section 6, we conclude the work.

2. Related Work

The Autoreminder System [22] uses partially observable Markov decision pro-
cesses to plan and schedule the Nursebot system to assist in-home therapy. But
the proposed architecture is not capable of preventing medication errors and is
mainly designed only for the reminding process. The work of [9] employs smart-
phones that identify drugs by quantifying properties like color, size, and shape.
However, for accurate estimation, such a methodology requires a marker to be
used with known dimensions. In the work of [17], an intelligent pill reminder sys-
tem is presented that consists of a pill reminder component and a verification
component, however, it is not a cloud-based solution.

A working method is developed in [24] on the usefulness of a smart home to
assist patients with a treatment process. The system initiates when a new drug
prescription is advised by the doctor. An electronic system produces a QR code
that is delivered with the prescription, indicating the time period, visit details, and
medication workflow information. The set of information is utilized by an expert
system that manages all data produced by the prescription. The methodology
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assists the subjects with no cognitive disability. There is no customization of the
solution depending on the patient’s skills. A time series-based method is presented
in [21] for the early identification of an increase in hypertension. The authors have
designed a hybrid deep network by integrating a deep neural network, a CNN,
and a long-term memory signal.

Implementation of different AI and IoT-based proposals for remote health-
care monitoring have been reviewed in [1]. Similarly, different health monitoring
solutions are proposed in [16,12,6]. However, these studies are not for personalized
use.

The proposed work uses a cloud-based CNN monitoring system that provides
personalized assistance to each patient during medication.

3. Technical background

This section presents a brief introduction to neural networks and CNN.

3.1. Artificial Neural Networks

The artificial neural network simply called Neural network is defined as “a method
in artificial intelligence that teaches computers to process Data in a way that is
inspired by the human brain”. Neural networks are a type of machine learning
algorithm that is designed to simulate the behavior of the human brain. They are
composed of layers of interconnected nodes, called ”neurons,” which are organized
into input, hidden, and output layers. A single neuron, also known as a percep-
tron, is the simplest unit in a neural network. It is a mathematical function that
takes one or more inputs, applies weights to them, and produces a single output.
The basic structure of a single neuron includes: 1. Inputs: These are the values
that are fed into the neuron. They could be binary values, continuous values, or
discrete values. 2. Weights: Each input is associated with a weight, which deter-
mines the strength of the input’s influence on the neuron’s output. The weights
are learned during training and are adjusted to minimize the error between the
neuron’s output and the expected output. 3. Bias: The bias is a constant value
that is added to the weighted sum of the inputs. It allows the neuron to learn
patterns even when all the inputs are zero. 4. Activation function: The activation
function takes the weighted sum of the inputs and bias and applies a non-linear
transformation to produce the neuron’s output. This nonlinearity is important
because it allows the neuron to learn complex patterns and relationships in the
data. The output of a single neuron can be used as input to other neurons in
a neural network, forming layers and hierarchies of processing. Single neurons
can be used for a variety of tasks, including binary classification, regression, and
pattern recognition. However, they are limited in their ability to learn complex
patterns and relationships in the data. To overcome these limitations, multiple
neurons are combined to form deep neural networks, which can learn complex pat-
terns and relationships in the data through hierarchical processing. The weights
and biases in a neural network are learned through a process called backpropa-
gation, which adjusts the weights and biases based on the error between the net-
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work’s output and the desired output. This allows the network to learn to make
more accurate predictions over time. There are many different types of neural
networks, each with its own strengths and weaknesses. Some common types of
neural networks include feedforward neural networks, recurrent neural networks,
convolutional neural networks, and deep neural networks.

3.2. Convolutional neural networks (CNNs)

Convolutional Neural Networks (CNNs) are a type of neural network that is
particularly well-suited for processing data that has a grid-like structure, such as
images, video, or audio. The basic idea behind a CNN is to apply a series of filters,
or ”convolutions,” to the input data in order to extract meaningful features. A
typical CNN consists of several layers, including convolutional layers, pooling
layers, and fully connected layers. The convolutional layers are responsible for
extracting features from the input data, while the pooling layers are used to reduce
the dimensionality of the data and help prevent overfitting. The fully connected
layers are used to make the final prediction based on the features extracted by
the convolutional layers.

During training, the weights and biases in the network are adjusted using a
process called backpropagation, which calculates the gradient of the loss func-
tion with respect to the weights and biases and uses this to update them in the
direction that minimizes the loss.

One of the key advantages of CNNs is their ability to learn spatial hierarchies
of features. For example, the first convolutional layer might learn simple features
like edges and corners, while later layers might learn more complex features like
object parts and textures. This hierarchical approach to feature learning allows
CNNs to achieve state-of-the-art performance on a wide range of computer vision
tasks, including image classification, object detection, and semantic segmentation.
Overall, convolutional neural networks are a powerful tool for processing grid-like
data and have become an essential part of the modern deep learning toolbox.

3.3. Transfer Learning

Transfer learning is a machine learning technique where a pre-trained model is
used as a starting point for a new task, rather than training a new model from
scratch. The idea behind transfer learning is that the knowledge learned by the
pre-trained model on a previous task can be reused and transferred to the new
task, allowing the new model to achieve better performance with fewer data and
training time. In transfer learning, the pre-trained model is typically a deep neural
network that has been trained on a large dataset, such as ImageNet, to solve
a particular task, such as image classification. The pre-trained model is then
modified by adding new layers or replacing existing ones to adapt it to the new
task. The new layers are typically added on top of the pre-trained layers, and
only the weights of the new layers are trained using the new dataset.

Transfer learning can be used in a variety of scenarios, such as:
1. When the new dataset is too small to train a deep neural network from

scratch.
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2. When the new dataset is different from the original dataset used to train
the pre-trained model, but has some similarities.

3. When the computational resources required to train a deep neural network
from scratch are not available.

Transfer learning has been shown to be an effective technique for a wide range
of tasks, including image classification, object detection, and natural language
processing. By leveraging the knowledge learned by pre-trained models, transfer
learning can help reduce the time and resources required to train deep neural
networks, while also improving their performance on new tasks.

4. System Model

We have designed a web application using the Flask framework to set up a client-
side interface for users. The application requires new users to register first and
then log in using their account, as shown in (1a). Once the user logs in, an
interface will appear as shown in (1b), where the user can input the number of
prescribed medicines and submit it to access the interface where they can input
the names of the medicines in their prescribed schedule, as shown in (1c). After
submitting the names of the medicine, the user access the interface where they
can upload medicine image data with 20 or more images of each medicine, as
shown in (1d). The personalized model will be trained on the server side once the
user uploads the data, and an admin will select which user model to train. Once
the admin starts the model training, the model will be saved with the file name
(username.h5) in .h5 format. The model will be available to users for making
predictions once it is trained.

4.1. Data-collection

We manually captured images of pill boxes under different backgrounds and
lighting conditions, as illustrated in Figure 2. We selected seven commonly used
medicines in Pakistan, as shown in Figure 3. The collected data was then up-
loaded by the user from the client side. We utilized pre-processing and augmen-
tation techniques to account for the small amount of data collected from the
user side. Our pre-processing methods involved standard normalization, label col-
lection, and resizing. In addition, we utilized various augmentation techniques,
such as rotation, width shift, height shift, shear range, zoom range, horizontal
flip, brightness range, and fill mode (’nearest’). These augmentation techniques
improved the quality and quantity of the data.

4.2. Training Phase

After uploading the data to the server, the next step is to select a framework for
building a deep learning model. There are several frameworks available, such as
TensorFlow, Keras, PyTorch, etc., that come with vast libraries. We chose the
Keras framework to build a CNN model on the admin side. Keras sequential API
makes building a CNN model pretty simple, and it is open-source, fast experi-
mentation with deep neural networks, user-friendly, and extensible. We decided
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(a) Login page
(b) Interface of input No.of Prescribed
medicine

(c) Interface for input Names of Medicines

(d) Upload images data

Figure 1. GUI of proposed system

to build a custom model instead of transfer learning because our dataset is en-
tirely different from the datasets used in pre-trained models like VGG16, ResNet,
EfficientNet models, etc.

We set up a custom model as shown in Figure 4. This model consists of 3
convolution layers with 32, 64, and 128 filters, respectively, each followed by max-
pooling layers. Each convolution layer uses the Relu activation function. After
the convolution layer, we added a Flatten layer and two dense layers with a
Relu activation function. To avoid overfitting, we added a dropout of 0.5 after
the first dense layer. The last dense layer uses softmax activation to output the
probabilities for each class, as our dataset has seven classes. The input size for the
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Figure 2. Data collection

Figure 3. Medicine names

first convolution layer is set to (64, 64, 3). We split our dataset into training data
and validation with 15% of the data used for validation and 85% for training.
Categorical cross-entropy was used as the loss function, and we applied a learning
rate of 0.001 and a momentum of 0.9 to the Adam optimizer for optimization.
Ultimately, the model is trained on both the training and validation datasets to
improve its accuracy and prepare it for making predictions on new data.
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Figure 4. Model Summary

5. Results

After setting up the architecture of the custom CNN model, the model is evaluated
using training and validation data. Once the evaluation is complete, the model is
saved in the ”username.h5” format, which is mapped to the patient’s name and
can be tested on the Flask web application from the client side for prediction. The
model’s performance is measured using classification accuracy and loss function,
which are displayed in Figure 5 and Figure 6, respectively.

The model achieved its best performance with a validation accuracy of 97%
and a validation loss of 0.08. The model was trained using the user dataset on the
admin side of the Flask web application. Once the model was trained, it was saved
with a username mapping. The deployment of the model for prediction testing
is demonstrated on the client-side application, and its GUI for uploading images
is shown in Figure 7. Users can upload images for prediction from their side, as
shown in Figure 8.
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Figure 5. Performance in terms of accuracy

Figure 6. Performance in terms of loss function

Figure 7. GUI-upload images interface
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Figure 8. GUI-trained model ready for prediction

Figure 9. GUI- Prediction result

The Model predicts the image and shows the image label on the screen as the
results shown in Figure 9.

6. Conclusion

We describe a personalized CNN monitoring system that operates as a pill re-
minder system in a cloud-based setup. A separate CNN model is trained for each
patient based on their prescription medication data, with the goal of checking
whether they are taking the correct medication. We developed a custom model
setup that trains a personalized model on patients’ data, with the trained model
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performing well on validation and prediction test data. This proposed work has

the potential to improve patient adherence to medication.
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