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Abstract. The past decade has seen a rapid development of Augmented Real-
ity (AR) systems and applications in many research areas including education,
medicine and psychological treatments. This has been due to the growing evidence
of the potential of AR systems on supporting learning tasks among other bene-
fits. However, very little is known about the potential impact of using AR systems
for influencing the emotional state of users in the treatment of cognitive impair-
ment. In this paper, we build upon our previous work on developing a tool based
on augmented reality to stimulate the emotions of patients suffering with demen-
tia through audiovisual content (image, video and audio) [1]. Here, we focus on
exploring the effects of stimulation of emotions in a controlled experiment where
users of the AR system were presented with different types of multimedia. The
data was collected in different sessions and analysed using a 2-factor ANOVA test
to compare and determine the differences/changes in users’ emotions. Our findings
suggest that there is a significant relationship between the emotions that the user
feels before and after having contact with audiovisual stimuli, thus, showing the
potential for being used as efficient tools for improving the emotional state of cog-
nitive impairment sufferers.
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1. Introduction

Recent advances in Artificial Intelligence have pointed out that emotions play a key role
on human daily tasks such as learning, communication and decision making by influ-
encing human perception and rational thinking [2]. In this context, Affective Comput-
ing (AC) [3] is a relatively new area of research that aims to create “sensitive” systems
by providing computers with the ability to recognise and express emotions. Thus, ef-
forts have been made to develop human-computer interaction technologies capable of
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addressing and identifying human behaviour and its emotional state in different circum-
stances. For example, the use of new tools to help people with autism understand and
operate in the socio-emotional world around them [4], the focus on affective games that
focuses mainly on the detection and recognition of emotions of the players and in the
adaptation of the game’s responses to these emotions [5], a method for measuring affec-
tive states through motor behaviour parameters from standard input devices (mouse and
keyboard) [6], seeking to provide training, help in tasks related to education and provide
psychological treatment, among others.

The existing body of research on identifying/transmitting emotions during human-
computer interactions has established focusing on different approaches, including: a) fa-
cial micro expressions that can help to distinguish how a person feels where, most of
the current implementations to recognise facial expressions are based on the subsequent
Facial Action Coding System of Paul Ekman [10]; Oral Communication (voice), which
is based on adjusting particular characteristics adjusted during voice synthesis to control
the affect expressed through a computer generated voice, using an emotion classifier at
the word level the segment can be classified automatically, it can be improved by adding
information about tone and power. [11]; measuring of physiological responses such as
heart rate, blood pressure, pulse, pupillary dilation, breathing, temperature, etc. For ex-
ample, the emergence of sensors and wearable devices as mechanisms for the acquisition
of physiological data of people in their daily lives has made possible the research in the
recognition of emotional patterns, for the improvement of the user experiences in diverse
contexts. [12]; Written communication, that is, either handwritten text (or typed through
a computer/smartphone), can also be analysed using NLP techniques in order to extract
meaning including sentiment and emotion.

In turn, these studies aim to create intelligent environments with which humans can
interact while computers improve their understanding of emotions. The current evolution
of Information and Communication Technologies (ICT) is leading to the development
of heterogeneous technologies, including smart (computer-based) devices and objects,
that are highly interconnected and cooperate through the Internet, creating technology-
enriched environments where interaction occurs at various levels between humans, de-
vices and autonomous agents [14]. An example of this is illustrated in [1] in which a
non-pharmacological Alzheimer’s therapy based on AR is evaluated in the context of
an immersive environment. This is achieved using IBM Watson services for processing
users’ responses to specific questions on the emotional state. The outputs of such pro-
cessing is a vector of emotion related values associated to the user/input data which is
finally presented to the therapists as a means of assessing their emotional state into the
whole therapy.

Another example is the work reported in [15, 16] in which, the authors report on an
intelligent environment that allows users to interact and review the emotional state of
people through oral communication between the user and an intelligent agent (TJBot).
The case reported in [17] illustrates two users, one receiving a visual stimuli selected
from a video dataset and the other noting the emotions perceived from the second user in
which a quicksort based algorithm on the computer categorises videos yielding positive
emotions on the user.

In order to achieve the goal of developing HCI technologies capable of addressing
and identifying human emotions, AC has made use of different approaches and tech-
nological tools including Machine Learning based models [7] and more recently, Aug-
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mented Reality (AR) based tools [8,9]. AR is a relatively new technology that has shown
great promise in different interdisciplinary research areas due to its positive effects on
increasing on-content understanding, memory preservation and learning motivation [9].
However, despite these benefits little has been explored in other research scenarios in-
volving stimulating/handling human emotions. This indicates a need to explore the po-
tential effects of AR technologies used in therapeutic scenarios such as treatment of de-
mentia patients in which emotions can play a key role and/or can be prone to rapid mood
changes difficult to deal with.

The aim of this paper is two-fold, first, we set out to describe an AR-based platform
developed to provide audiovisual stimuli and allow users to describe their self-perceived
emotions through sliders linked to 6 emotions2. Second and most important, The main
objective of this study is to investigate whether such type of systems have the potential to
influence on users’ emotional state by analysing the data gathered from different sessions
(PRE and POST) and using different stimuli. This data is in turn inspected in order to
determine whether there are significant differences between the users’ emotions before
and after having contact with the multimedia content based on augmented reality. The
paper first provides background on the Augmented Reality technologies and the devel-
oped EmotionApp in 2. Section 3 describes the experiments carried out to gather data
from a group of participants with the goal of being analysed to inspect for suggestive
findings of the potential of this tool in emotion-centred scenarios. That is followed by
Section 4 where, such experimental data is analysed using a statistical approach, provid-
ing implications of the results obtained. Finally, conclusions of this work are presented
in Section 5.

2. Background

This section aims to present the main concepts on which our proposal is built upon,
hence, Section 2.1 in which further detail is provided on Augmented Reality technologies
and the basic elements for developing an AR tool. Finally, Section 2.2 describes the
developed AR based tool used to provide multimedia stimuli to users.

2.1. Augmented Reality

Augmented reality is defined as that additional information obtained from observing an
environment, captured through the camera of a device that previously has specific soft-
ware installed. Additional information identified as augmented reality can be translated
into different formats. It can be an image, a carousel of images, an audio file, a video, or
a link [19]. In order to use these technologies the following elements are required:

• A Device with camera integrated.
• A software in charge of making the necessary transformations to provide the ad-

ditional information (e.g. Vuforia, AR Foundation, etc.).
• A trigger or activator of information such as image, physical environment (land-

scape, urban space, observed environment), marker, object or QR code.

2For further details on the previous work we refer the reader to [1].
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2.2. Augmented Reality Application: EmotionApp

Emotion App is an Android application which allows users to view multimedia content
(image, audio and videos) based on augmented reality and allows to collect information
on 6 emotions (joy, sadness, anger, surprise, fear and disgust) these emotions are mea-
sured in a range of values between 0 and 1. There are 3 preloaded objectives (images)
which allow the user to focus on them with the smartphone and be able to observe the
content in augmented reality. The targets are set in a distraction-free environment and
the multimedia content is loaded. When starting the application it is asked to provide a
degree of affinity for each of the 6 emotions. Then, different audiovisual stimuli are pre-
sented to the user and at the end of the interaction a second self assessment of emotions
is requested to track for possible changes.

Having presented the main tools of the AR system we move on to describe the
experimental settings used for its assessment.

3. Experiments

As it was earlier discussed, little is currently known about the potential of the use of AR
tools in the context of AC applications in which it is desired to identify and influence on
users’ emotions. In this section, we focus on describing the first set of tests of the pre-
sented application EmotionApp, aiming to collect information on 6 emotions perceived
before and after by a group of participants undergoing a session of interaction with the
AR system.

For these experiments, AR was integrated using Unity and Vuforia in order to
present copyright-free audios and videos of a duration of approximately 3 to 5 minutes.
Thematic images were embedded on short videos (50 seconds) to be displayed for 10
seconds each. Furthermore, users’ information on their emotional state (6 basic emo-
tions) was collected PRE and POST AR stimuli through Sliders representing their degree
of affinity on a scale from 0 to 1 as depicted in Fig. 1.

Figure 1. Application usage diagram.

The experiment was set up as follows: it consisted of 3 interaction sessions (as shown
in Fig.2) performed throughout 3 different days in which we looked at the self-reported
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users’ emotions when presented to multimedia AR sequences (audio, image and video).
It was hypothesised that a rise on positive emotions could be observed after the first 2
phases, while more diverse emotions could be found after phase 3. The phases (sessions)
were organised as follows:

Phase 1

• Audio: classical music with Classic label.
• Video: beach scenery with Beach label.
• Images: different landscapes with Scenery label.

Phase 2

• Audio: electronic music with Electronic label.
• Video: animated comic shorts with Funny label.
• Images: aesthetically pleasing animals with Cute label.

Phase 3

• Audio: hard rock music with Rock label.
• Video: a bonfire with Fire label.
• Images: skulls and blood covered hands with Horror label.

Figure 2. Phases of the experiment.

Each phase of the study consists of 15 participants, 9 were women and 6 were men
aged between 20 and 65 years. Due to Covid-19 pandemic related limitations, (non-
diagnosed) participants were recruited to participate including people within the set age
range and without any medical diagnosis acknowledged. The average age of participants
was 41.13 years (SD = 14.43). Criteria for selecting the subjects were as follows:

1. No sight problems acknowledged.
2. Not having illnesses preventing from using augmented reality technologies.
3. Compromising to use the AR tool in a quiet environment.

During 3 days, all the users interacted with the application which showed a mul-
timedia sequence, this with the aim of observing the behaviour of the user’s emotions
regarding the multimedia label. Also every day before and after using the application
their perception on the basic emotions was recorded. Finally, the data was prepared for
analysis using ANOVA test. The results and discussions on this test will be presented on
the next section.
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4. Preliminary Results

As a result of the experiment described in last section, the information on the 3 phases
was collected, that is, the self reported affinity with the 6 emotions before and after being
presented with a stimuli. In order to illustrate the gathered data, the box plots shown in
Figs. 3, 4, 5 depict the information of the emotions of the 15 users, where the X axis
corresponds to the emotions (Joy, Sadness, Anger, Surprise, Fear and Disgust), whereas
the Y axis represents the intensity perceived on a scale from 0 to 1.

Figure 3. Boxplot Diagram Phase 1.

Figure 4. Boxplot Diagram Phase 2.
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As can be seen in Fig. 3, the first phase, in the graph above the emotions of the user
before the stimuli that are how the user normally feels, while in the graph below we can
observe the emotions after seeing the multimedia stimuli and we can observe successive
increases in the intensity of the emotions Joy and Surprise, while the other 4 emotions
decreased. In Fig. 4, we have phase 2 in which the same effect occurs as in phase 1,
the emotions of Joy and Surprise increased and the emotions of Sadness, Anger, Fear
and Disgust decreased. Looking at the data from the 3rd phase depicted in Fig 5, it can
be observed that when exposed to this different type of multimedia, the emotion of Joy
decreased while the other emotions showed a pronounced decrease.

Figure 5. Boxplot Diagram Phase 3.

To provide further insight into the strength of influence on emotions during these
sessions, a Two-way ANOVA test was performed to analyse the differences (changes),
so that 3 null hypothesis were tested:

• HA
0 : Time factor (PRE and POST) for interacting with AR have no significant

effect on users’ emotional state. 30
• HB

0 : There are not significant differences regarding the emotion factor (Joy, Sad-
ness, Anger, Surprise, Fear, Disgust).

• HAB
0 : There are not significant differences with regards to the interaction of the

two factors.

As can be seen from the F-scores and their associated critical values shown in Table
1, only the hypotheses of factors B and interaction AB can be rejected, since their critical
value for F is lower than their F-scores FB(5,168) = 23.62, p < .05 and FAB(5,168) =
5.9 p < .05, which suggests that there are significant differences in emotions and in the
interaction between emotions and the time factor in the participants.
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SS df MS F Critical value for F

Factor A 0.0899 1 0.0899 1.4196 3.8974
Factor B 7.4827 5 1.4965 23.6188 2.2679

Interaction AB 1.8698 5 0.3739 5.9021 2.2679
Error 10.6449 168 0.0633

Total 20.0875 179

Table 1. Two-way ANOVA test results for Phase 1 where SS is the Sum of Squares, df is the degrees of
freedom, MS is the Mean of Sum of Squares, and F is the F-score.

Similar results can be appreciated in Table 2 as in Table 1 since only the hypotheses
of the factors B and the interaction AB can be rejected. That is, their critical value for F is
lower than their F scores (FB(5,168) = 21.3 p < .05 and FAB(5,168) = 4.46 p < .05),
basically, what the information allows us to infer is that HB

0 and HAB
0 are rejected and

there are significant differences between the emotions and the time factor between them.

SS df MS F Critical value for F

Factor A 0.0596 1 0.0596 1.0252 3.8974
Factor B 6.2002 5 1.2400 21.3024 2.2679

Interaction AB 1.3006 5 0.2601 4.4687 2.2679
Error 9.7796 168 0.0582

Total 17.3402 179

Table 2. Phase 2 ANOVA test.

Finally, in Table 3 we can see that for the 3 factors the hypotheses are rejected as all
F scores are greater than their Critical values for rejection (FA(5,168) = 30.33 p < .05,
FB(5,168) = 11.97p < .05 and FAB(5,168) = 22.42, p < .05), As we can see, the 3
hypotheses are rejected, which tells us that there are significant differences between the
2 factors and the interaction between them.

SS df MS F Critical value for F

Factor A 1.1321 1 1.1321 30.3315 3.8974
Factor B 2.2345 5 0.4469 11.9726 2.2679

Interaction AB 2.1323 5 0.4264 11.4252 2.2679
Error 6.2709 168 0.0373

Total 11.7699 179

Table 3. Phase 3 ANOVA test.

As can be seen in the previous tables, there are differences between the data related
to emotion PRE and POST and, since in all cases the significance value is less than 0.05
(5%), it gives us a 95% reliability that there are significant differences in the tests with
the 15 users.
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5. Conclusions and Future Work

In this investigation, the aim was to assess the potential effect of an AR based tool on
the emotional state of users. To evaluate this, we designed a set of sessions with the
aim of collecting data on self reported assessments of 6 basic emotions during 3 ses-
sions. The sessions were designed to present different types of multimedia material to
the users while asking for the users’ input before and after session. As confirmed by the
analysis, there was an evident change in the emotions, before and after having contact
with the stimuli, since in the 3 cases the users self-perceived that their emotions im-
proved (or worsened) with respect to the type of multimedia that they were presented at
the time. Likewise, the graphs show a clear change in these emotions, depending on the
multimedia sequences that the user was watching, they raised or lowered them. In turn,
the 2-factor ANOVA test revealed that in the first 2 sessions significant differences were
found only in emotions and in the interaction of emotions and the before and after each
phase. Moreover, the third session presenting more diverse material showed significant
differences on each factor studied, namely, time factor (pre and post interaction), emo-
tion factor (differences on each individual emotion) and lastly, the interaction of these
two factors together.

These experiment results suggest that, either positively or negatively, their emotions
were stimulated by the content displayed by the AR tool. In summary, these results have
provided insights to explore in a subsequent experimental phase reviewing the effects of
automated tools to generate personalised multimedia sequences on the emotional state of
people diagnosed with cognitive impairment.

For future work, we will focus on expanding and embedding this into an intelligent
environment, including smart algorithms for selecting sequences of multimedia content
by evaluating soft computing techniques which allow the users to improve their emo-
tional state and thus, helping to have a better Quality of Life. Finally, we will aim to
investigate the effect of Emotional Congruity [20] in the development of the intelligent
algorithm.
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