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Abstract.
Social robotics is an emerging area that foster the integration of robots and humans

in the same environment. With this objective, robots include capacities such as the
detection of emotions in people to be able to plan their trajectory, modify their
behavior, and generate a positive interaction with people based on the information
analyzed. Several algorithms developed for robots to accomplish different tasks,
such as people recognition, tracking, emotion detection, demonstrate empathy, need
large and reliable datasets to evaluate their effectiveness and efficiency.Most existing
datasets do not consider the first-person perspective from the sensory capacity of
robots, but third-person perspective from out of the robot cameras. In this context,
we propose an approach to create datasets with a robot-centric perspective. Based
on the proposed approach, we made up a dataset with 23,222 images and 24 videos,
recorded from the sensory capacity of a Pepper robot in simulated environments.
This dataset is used to recognize individual and group emotions. We develop two
virtual environments (a cafeteria and a museum), where there are people alone and
in groups, expressing different emotions, who are then captured from the point of
view of the Pepper robot. We labeled the database using the Viola-Jones algorithm
for face detection, classifying individual emotions into six types: happy, neutral,
sad, disgust, fear, and anger. Based on the group emotions observed by the robot,
the videos were classified into three emotions: positive, negative, and neutral. To
show the suitability and utility of the dataset, we train and evaluate the VGG-Face
network. The efficiency achieved by this algorithm was 99% in the recognition of
individual emotions and the detection of group emotions is 90.84% and 89.78% in
the cafeteria and museum scenarios, respectively.
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1. Introduction

Social robots are increasingly being incorporated into crowded human spaces, such as
museums, hospitals, restaurants, to offer services, perform tasks, and interact with people.
Social robots should mimic the sociocognitive abilities of humans and explore behaviors
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to be empathetic and help with Human-Robot Interactions (HRI) [2,4]. In this sense,
visual perception could provide information to understand and recognize emotions, for
example through the facial expression [10,11]. According to the detected emotion and
the specific situation, robots adapt their actions to display appropriate behaviors. In the
recognition of individual and group emotions, it is common to use facial expressions and
classify them according to the six basic human emotions: happy, neutral, sad, disgust,
fear, and anger. To train the Machine Learning models, datasets generated in controlled
environments with good lighting and without occlusions are used, where it is common
to obtain an accuracy greater than 90%. But, the challenge is to obtain a similar result
in datasets generated in uncontrolled environments where there is a greater variability of
light, greater occlusion, and therefore greater challenge [6,9,13,16].

In the context of social robotics, it is also necessary to consider the robots’ first-
person perspective of the world. Cameras mounted on the robots’ head or chassis have
allowed studying the scenes from a point of view that provides robots such a first-person
perspective of the world. This field of research in computer vision is known as egocentric
or first-person vision [1]. The third-person camera is a device outside of the robot. The
egocentric vision present advantages in comparison with the third-person camera as the
robot is recording exactly what it looks in front of it, the camera movement is driven by
the robot’s body, and the stabilization of the image is controlled by the robot itself. Robots
can use an egocentric vision to recognize emotions, navigate, or detect different objects.
Developing models with this perspective makes the robot able to adapt to social groups
of humans [18]. Nevertheless, most existing studies related to detect individual and group
emotions are based on third-person cameras [7,8,20], but their complexity makes them
not suitable for social robots with egocentric vision from their sensory capacity.

In this context, we propose an approach to create datasets with a robot-centric
perspective to support the development of algorithms for emotion detection in virtual
environments. Therefore, we compiled a data set with 23,222 images and 24 videos, with
images classified according to the six basic emotions and videos classified as positive,
negative and neutral. In order to show the suitability and usefulness of the datasets created,
we trained and tested the VGG-Face network to recognize individual and group emotions.

This document is structured as follows. In Section 2, we describe studies related
to the importance of datasets from an egocentric perspective. Section 3 explains the
methodology for obtaining a dataset of images labeled with their respective emotion and
a dataset of videos labeled with their respective emotion per frame. The experiments
section explains the use of the proposed database for an algorithm for emotion detection
by a Pepper robot. Section 4 shows the results obtained in the detection of individual
and group emotions. Discussions about the findings are presented in Section 5. Finally,
Section 6 presents the final conclusions and future research.

2. Related Work

In the context of HRI, emotion recognition has become an essential strategy to adapt the
behavior of social and service robots that share spaces with humans. Depending on the
emotion detected, the robot can modify its behavior or its navigation, showing a socially
accepted attitude. In [14], authors mention the importance of emotion recognition for
HRI.
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Recent research works highlight the importance of generating datasets from an ego-
centric perspective and in uncontrolled environments. In [3], authors use a Bayesian
network and recognition of individual facial expressions in various environments con-
ditioned by light and temperature. This work presents an approach to estimate group
emotion that leads to the calculation of the emotion of the target group. There is no dataset
per se, because the method used to recognize group emotions updates its values (domain
knowledge) over time to improve its performance. Also based on individual facial ex-
pressions, in [5], it is described a group emotion recognition model for an entertainment
robot. The evaluation dataset is not shown, but it does conclude that the inclination of
the faces affects the recognition of emotions and recommends the use of more cameras to
improve performance. Both studies use their own datasets, so the comparison of results
among the existing proposals is difficult, since each dataset has its own qualities. In our
proposal, different datasets can be generated, according to the capabilities of the robot.

Some other studies focus on the detection of people and groups from an egocentric
perspective, where the robot moves through the social environment and captures videos
and images that are later manually tagged, and to track people in 3D, data is also captured
from a LIDAR sensor [12,15,17,19]. These datasets were generated in uncontrolled
environments, where the data include variable lighting, occlusion, and natural human
behavior. These data are then manually labeled. With our approach, besides manual
labeling, it is also possible to generate datasets that can be automatically labeled.

3. Datasets with Robot-centric Perspective: Our Proposal

There is an increasing research in the development of methods for the detection of individ-
ual and group emotions. Hence, competitions such as EmotiW, help in the development
of this research. In spite of these advances, the work related to the detection of emotions
from a robotic perspective is not very common. Consequently, as far as we know, there
are few datasets containing images or videos taken by robots (i.e., from an egocentric
view). To do so, we propose an approach, shown in Figure 1, to generate robot-centric
datasets, that can be used in the training and validation phases of emotion recognition
models, both considering individuals or group of people. This dataset creation method
is supported on Robot Operating System (ROS) and Gazebo, in which real robots can
be represented acting in simulated scenarios populated by people expressing different
emotions. The idea is to generate a dataset composed by RGB images and another dataset
conformed by videos, taken from the robot sensory capacity.

In the first stage of the methodology, the virtual environment is generated (e.g.,
museum, office), where individuals and groups of people are represented. For the images
dataset, all the virtual characters (i.e., person representations in the environment) have
the same emotion, since the idea is to have different faces but with the same emotional
expression. The facial expressions of each model were generated in MakeHuman. This is
followed by a recording of a video sequence with the robot’s front camera. Face detection
is performed on each video. The labeling of the images dataset is automatic, because all
faces detected with the Viola-Jones algorithm, have the same emotion. For the videos
dataset, the groups are conformed by persons with different emotional expressions, as
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Figure 1. Applied method to create the datasets.

in a scene people can express different emotions. In this case, the labeling is performed
manually. Virtual environments, models, datasets, and other ROS files are available2.

Figure 2. Image obtained by the front camera of the Pepper robot.

Following the proposed method, we generated two datasets, with the perspective of
the social robot Pepper simulated in ROS/Gazebo. Pepper robot has various sensors to
know its environment; in this case, only the front camera located in the upper part of the
robot’s head is used. This camera has a resolution of 640x480 pixels at a speed of 1-30
fps. Figure 2 shows the robot Pepper in a virtual office and the image obtained by the
front camera in the robot (lower left part in Figure 2). We use ROS Kinetic and Gazebo
7 to simulate the behaviour of robots in indoor virtual environments; this version of ROS
works with Ubuntu 16.04 and Python 2.7. Furthermore, to implement the proposal of this
work in ROS. All simulations are performed in a desktop PC, with 16 GB RAMmemory,
an AMD A10 7860k 4-core CPU, and an AMD RX-570 - 4GB graphic card.

3.1. Images dataset

To generate the images dataset, a virtual office environment is used. For each emotion, we
make six groups of three members, we record a video sequence with the front camera of
the robot where faces are detected at different angles and directions. Then, the detected
faces are automatically stored and tagged for each emotion. In total, this dataset contains
23,222 images of faces that are classified according to six emotions: happiness (4121

2

https://github.com/marco-quiroz/Dataset-in-ROS.git
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images), sadness (3895 images), anger (4113 images), surprise (3929 images), disgust
(3438 images), and fear (3726 images).

3.2. Videos dataset

To generate the videos dataset, we use two virtual environments: a museum and a cafeteria
(Figure 3 and Figure 4, respectively). In this case, the important issue is to form groups
with people who have different emotions. In each virtual environment, we form 12 groups
and record how the robot moves forward and sweeps to capture all the faces in the group.
Each video consists of approximately 60 frames and is approximately 4 seconds long.
Then there is manual tagging of the emotion for each frame.

Figure 3. Virtual museum used to generate the 12 videos conforming the videos dataset.

For the formation of the groups in the videos, five people were used for each emotion;
that is representation of 30 people in total. These representations of people are different
from those used in the creation of the images dataset. The formation of groups is carried
out considering the circular formation (groups of three people or more) and the side-by-
side formation (groups formed by two people). In total there are 24 videos that are used
as test data to validate the emotion of each frame.

Figure 4. Virtual cafeteria used to generate the 12 videos conforming the videos dataset.

4. Results

To demonstrate the suitability and usefulness of the datasets, we train and validate a VGG-
Face network to recognize emotions. Thus, we evaluate the efficiency of this trainedVGG-
Face to recognize individual emotions. For group emotions recognition, the individual
emotions of the faces in each frame are recognized and the emotion of the frame is
classified with the predominant emotion.
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4.1. Individual Emotion

To validate the results of the detection of individual emotions, we have a dataset of 23,222
images, from which 82% are used as training samples and 18% as evaluation samples.
Table 1 shows the number of images for each emotion and the distribution for training
and test.

Table 1. Images Datset.

Emotions Happy Sad Angry Disgust Surprise Fear
Trainig Data 3371 3145 3363 2872 3179 2976
Test Data 750 750 750 566 750 750
Total 4121 3895 4113 3438 3929 3726

Figure 5 shows the confusion matrix of test data. The predicted labels by the model
are represented on the x axis and the true labels are on the y axis. The confusion matrix
shown in Figure 5 was designed with 750 validation images for each label except the
disgust label with having 566 images. Finally, the validation process has only 9 incorrect
images. Additionally, the maximum accuracy value during training is 0.9995 (99.95%)
and the maximum accuracy value in the validation data is 0.9979 (99.79%).

Figure 5. Confusion matrix of VGG-Face neural network.

4.2. Emotion of Videos

To validate the results of emotion detection in videos, we have a dataset of 24 videos (12
videos recorded in the virtual museum and 12 videos recorded in the virtual cafeteria).
Figure 6 and Figure 7 show the emotions in each video. At the left end are the videos
(Video 1, Video 2, ..., Video 12) and at the right end the average accuracy obtained is
shown on each figure. The color of the points determines the emotion of the frame.

Figure 6 shows more details of the results obtained with the videos recorded in the
museum. The less precise results, for example in Video 3, are due to the fact that the
lighting of the virtual museum was not very good and in the case of Video 4, the detected
faces did not look directly at the robot’s camera. The lowest accuracy is found in Video
3, this is because the face detector (i.e., Viola-Jones model) considered other regions as
faces.
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Figure 6. Results obtained for each video recorded in the Museum.

Figure 7. Results obtained for each video recorded in the Cafeteria.

Figure 7 shows the results obtained with the videos recorded in the cafeteria. The
lowest precision is found in Video 10, this is because not all faces were detected in the
video. In this case, the group had a neutral emotion and the undetected faces generated
a wrong emotional recognition. The same happens in Video 6, but the undetected faces
did not affect the result because the group had a negative emotion. The same happens
in Video 6, but the undetected faces did not affect the result because the group had a
negative emotion. These results demonstrate that the conditions of the environment (e.g.,
lighting) and the perspective of the robot may affect the final classification.

5. Discussion

Most studies developed in this context base their proposed approaches in a third-person
perspective – i.e., emotions are detected through human vision or by fixed cameras in a
determined place, using this information as the perspective of a robot. Results obtained
in this work demonstrate that the perspective of the robot can change depending on
several aspects, such as displacement, vibration, external agents, circular and angular
movements, which are part of the natural process of the robot when it is moving around
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the environment. In consequence, it is necessary to count with datasets that consider
the sensors available in the robot (camera, Lidar, IMU, Encoder, etc.) to obtain RGB(D)
images and videos from a first-person or robocentric perspective, with different wide-
angle camera, joint position, etc. Thus, it will be better train, test, and validate emotion
recognition models in social robotics scenarios. The approach proposed in this work to
generate datasets from a robot-centric perspective is a step towards the improvement
of this research area. Although it is initially applied in simulated scenarios, we believe
that its implementation with real robots and real scenarios, will generate better results,
especially to test real-time response models and characterization of other robots’ aspects.
It is certain that we will find new challenges to overcome, such as the influence of robot
pose, motion, lighting, or human pose on the quality of the images and frames in the
dataset and on the performance of the emotion recognition model. The consideration of
these aspects will help to complement our proposal.

6. Conclusions

As reviewed in this article, most datasets to recognize emotions are generated in controlled
environments and are based on a third-person perspective using fixed cameras. Therefore,
we propose a methodology to generate image and video datasets with the robocentric
perspective in simulated environments in ROS. To build these datasets we started from
known information, in this case the emotion of the people was unique, so we collected
the images of the detected faces, where the labeling is automatic. The results obtained
show that lighting, displacement, and other external factors typical of the robocentric
perspective influence the recognition of emotions. As future work we are going to use
other Pepper robot sensors, such as the laser sensor in order to improve the labeling of
emotions in dynamic environments. In addition, based on this proposed methodology, we
will generate datasets using real robots, thus improving interaction between a robot and
other people.
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