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Abstract. Numerous e-news channels publish the daily happenings in the world
from different sources. These huge amounts of news articles have lamentably con-
ceived the information overload issue among the users. Hence text mining, which
aims in extracting previously unknown information from unstructured text, has
been widely used by several researchers to segregate full news articles however, the
news headlines categorization is still specifically limited. Therefore, considering
this limitation, the current research aims to propose a framework that will self-learn
and automatically classify any given news headline into its corresponding news
category using artificial intelligence methods i.e. text mining and machine learn-
ing algorithms. The proposed framework consists of three stages: Exploratory Data
Analysis, Text Pre-processing, and Text Classification. For exploratory data anal-
ysis, the top 10 most frequent balanced news categories are chosen so that further
processing of data can be done on a more balanced version of the dataset. After ex-
ploring the data, text pre-processing techniques are applied to make the data trans-
formed, normalized, and structured. Finally, text classification is carried out with
two approaches: unsupervised classification using Mean Shift and K-means algo-
rithms and supervised classification using Logistic Regression with Bag of Words
and TF-IDF algorithm. To depict the working of the proposed framework, a case
study is presented on a news headlines dataset which accurately performed news
headlines classification.
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1. Introduction

With the escalating popularity of using the internet and smartphones, a substantial num-
ber of internet users have been amplified remarkably. By taking advantage of an enor-
mous cluster of online users and attaining more viewers and readers, a lot of newspaper
companies and news providers have started publishing and updating the news editorial
articles on their websites and weblogs. Many users regularly get news from these sources
[24]. These news sites include news articles aligned with a corresponding news headline.
The headlines of the news exemplify the central concept of the accompanying news arti-
cle in audited textual information and a much-summarized format.
Research on self-learning of news category [11] indicates that computer-aided catego-
rization of news is more accurate and efficient than humans because once the machines
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are fed with some task, they will perform it faster than humans therefore, a computer-
based classification is a better solution to go for. Browsing through categories benefits in
boosting the search results by allowing the users to search and filter the outcomes based
on the pre-defined news categories i.e. business, weather, social, technology, politics,
sports, entertainment, and many more.
Therefore, the news categorization of headlines can save the efforts and time of the read-
ers by lessening the need to search heterogeneous full-text news articles [34]. It is ob-
served from the several works that as much as categorization of the textual data is essen-
tial in terms of time and effort, it is also regarded as one of the toughest classification
methods in machine learning. During the last decade, numerous manual newspapers and
magazine companies shifted to the digital world by developing their websites to update
news to online users. Reading important news is quite valuable to users, but on the other
hand side, it is also cumbersome as readers have to go through the entire article to find
the useful news out of the articles. Therefore, the classification of news into its various
categories seems to be essential to acquire the most relevant and useful information out
of the long-length articles quickly.
Recently, the development in computing technology and the introduction of new machine
learning algorithms e.g. reinforcement learning [22], text mining the goal of Artificial
Intelligence (AI) has become a step closer. AI has important application in diverse fields
including:healthcare [5]and [21], robotics and autonomous control [26] and [2],dynamic
normative environments [28], ambient assisted living techniques for improvement in the
quality of life of elder persons [8], drug identification [20], intelligent environments [3],
games and self-organized system [4], vision enhancing method for low vision impair-
ments [19] scheduling and management and configuration of resources, distributed fuzzy
system for inferring in real-time critical situations [27], risk management [23] and com-
puter vision.
Text mining often referred to as text data mining [31], is the analysis of textual semi-
structured or unstructured data. Since the unstructured and fuzzy text is involved in text
mining, therefore, it is regarded as more complex than the data mining process [16].
Therefore, the core aim of text mining is to transform the textual data into numerical
data to apply data mining algorithms to it. As text mining is a multidisciplinary area of
research, the current research will follow the application of text categorization [30] from
news headlines.

The rest of the paper is as follows: a literature review is described in section 2,
section 3 represents the proposed framework, section 4 represents the case study and
section 5 concludes the paper.

2. Literature Review

Over the recent years, plenty of methodologies have been formulated in the domain of
news exploration systems and web news mining. There are numerous studies found in the
literature on the automatic categorization of textual data [32]. Text Categorization is the
automated allocation of textual documents into their pre-defined categories. It follows
machine learning classification algorithms to build models. Several works proposed and
compared various algorithms for text categorizing. A lot of techniques and algorithms
are there to classify the textual data including Naı̈ve Bayes, Support Vector Machines,
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Decision Trees, Neural Network, Random forest, and many more. The notion of these
classifiers is to automatically predict the incoming news article to some pre-defined class
using a trained classifier.
Over the last few years, classification of news headlines has been an area of research in-
cluding, classification of emotions, classification of financial news [10], headlines classi-
fication with N-gram model [18], automated categorization of news headlines [25], clas-
sification of news headlines with SVM [7], mining of emotions from headlines of news
[14], and Twitter classification of news from short news headlines [9]. It is very impor-
tant to have a proper news headlines categorization in our lives. Text classification is a
method of allocating predefined categories to a text in conformity with its contents [12].
A well-categorized dataset of news has to be utilized for exploration such as prediction
of the stock market, news categorization and trading system, and news-oriented stock
trend prediction. [29].
[1] concluded that enhancement for lessening the manual effort is attained by providing
the name of the category as the only input keyword for text classification. The multipli-
cation of Word-Net and similarity-based Latent Semantic Analysis (LSA) is carried to
compute the final similarity score of documents with category names. Reuters-10 cor-
pus revealed improvement in the precision, with additional amendments and variations
in lexical references and context model indicated in [1]. A category name as an initial
input-based classification scheme is shown in [17]. The work in [32] carried out relative
literature on different algorithms comprising of Support Vector Machines (SVM), Lin-
ear Least-Squares Fit (LLSF), K-Nearest Neighbor (kNN), Neural Network (Net), Naive
Bayes (NB). He concluded that SVM generated the best performance [15].
A comparative literature review on feature selection in text classification is presented in
[33]. He stated that one of the major issues in the categorization of text is the feature
space’s high dimensionality. The feature set for textual documents consists of unique
words that appear in all the documents. To build an efficient and effective model, fea-
ture selection is a technique applied. In [13] the author worked on the accuracy of full
news article classification using neural networks. Authors in [6] order the news to various
classes using SVM, then applied to preprocess techniques and feature selection based on
TF-IDF. He used two datasets namely BBC news and 20newsgroup respectively.
It is witnessed from the literature that major work has been presented on long-length
news categorization in text mining whereas; the research work on news headlines is still
specifically limited. In the current research, the core purpose is to conduct news catego-
rization on news headlines instead of complete text news because long-length news clas-
sification is noticeably tough, tiresome, and is computationally expensive. In comparison
to the news headlines, the chances of misclassification in large descriptive news articles
are more conspicuous.
Therefore, the core objective of the current research is to provide a framework for the
E-News channels and news portals to automatically categorize the online news head-
lines into their pre-defined class by applying effective text preprocessing and classifica-
tion techniques on a rich news categories dataset that will ultimately improve the overall
classification process and yield better accuracy and lessen the computational complexity.
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Figure 1. The proposed model.

3. System Model

The current paper provides a framework that can automatically classify news headlines
into their pre-defined news categories using machine learning and text mining tech-
niques. Figure 1 represents the proposed framework that follows three steps; exploratory
data analysis, text pre-processing, and text classification. As a pre-requisite to news head-
lines classification, firstly a news headlines dataset is chosen so that the whole proposed
process can be applied. After the selection of an appropriate news headlines dataset, the
dataset is explored to see if it is an unbalanced dataset or not. Furthermore, all the du-
plication, empty slots, missing values are removed to make the textual data structured.

The next step is text pre-processing that will make the data clean by applying text
pre-processing techniques; lower casing, contraction to expansion, stemming, removal of
URL, stop words, multiple spaces, punctuations, accented words, and special characters.
The last step is the text classification step which uses two approaches: unsupervised
classification with K-means Clustering and Means shift algorithm. The optimal numbers
of clusters are automatically predicted in K-means clustering using the Elbow method.
Whereas the quality of clusters in both the algorithms i.e., K-means clustering algorithm
and Mean shift algorithms, is evaluated using Silhouette score that predicts the Silhou-
ette coefficient which tells if the clusters are defined well or not. The other approach of
news headlines classification is a supervised classification which uses Logistic Regres-
sion Classifier to yield the performance of the news headlines classification efficiently.

4. Case Study

This section depicts a case study that uses the proposed framework to classify news
headlines into its news categories. Each step of the proposed framework is discussed in
detail below.

4.1. Dataset

For the current work, News Category Dataset is taken from the Kaggle dataset repository,
which contained 200,000 news headlines from 2012 to 2018. Each news headlines have
a corresponding news category. The dataset contained six columns; category, headline,
author, link, short description, and date.
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Figure 2. Total amount of news headlines in each category.

4.2. Exploratory Data Analysis

Exploratory data analysis is applied to the News Category Dataset. There were 200,583
news article values in the dataset. Figure 2 represents the 41 categories in the dataset.
The exploration of data stated that the dataset was unbalanced as the three categories i.e.,
politics, wellness, and entertainment were more frequent than the other categories. An
unbalanced dataset can highly affect the overall accuracy of the model, therefore; only
those news categories were focused on that had enough news articles so that the model
can be trained.

Consequently, for data exploratory only the top 10 most frequent balanced categories
of news articles were explored. Subsequently, the textual redundancies, missing values,
and faulty points from the sample were filtered. From a total of 200,583 news articles,
only 120,008 rows were left after exploratory data analysis.

4.3. Text Pre-Processing

Next text pre-processing is applied which normalized, segmented and cleaned the data to
make the data predictable by the machine learning algorithm. Firstly, a random sample
of 7 rows was taken from the dataset consequently, the unique values, duplicates, empty
values were checked. Authors, link and date columns from the dataset were removed as
they were not giving any information. Following are the different techniques applied to
pre-process, structure and clean the data.

4.3.1. Lower Casing

Firstly lower casing is applied on the text of three columns i.e., category, headline, short
description to resolve the sparsity issue and get better outcomes. Making them in lower
case helps in the consistency of the output.
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Figure 3. Data sample after Stemming.

4.3.2. Contraction to Expansion

Contraction to expansion method expanded all the abbreviated words in the data sample.
The removal of contraction contributed to text standardization.

4.3.3. Uniform Resource Locators (URL)

Next step was to find the Uniform Resource Locators (URL), which are the textual ref-
erences to a location on web. As they were not adding any information therefore, they
were removed.

4.3.4. Stop Words

Furthermore, stop words were removed which are the most commonly used words in
English , removing them means removing the meaningless words from the dataset and
only concentrate on the highly meaningful words which can aid in the classification.

4.3.5. Stemming

Next stemming is applied on the data that uses a crude heuristic procedure to cut off
the ends of words in the hope of properly transforming them into their root words. It
helps in improving classification accuracy which saves required time and space. Figure 3
represents the data obtained after stemming. Likewise, the punctuations, multiple spaces,
special characters and accented words were removed from the data as they were not
adding any value to the data. Removing them made the data more standardized and usable
for extracting meaningful insights.Figure 4 represents the unbalanced dataset with a huge
difference between the first categories; politics as 32736 or 26.7% news headlines and
the tenth category as 5937 or 4.63% news headlines. To train the machine learning model
the news category was normalized with 5937 news headlines occurrences as this was the
lowest value of the tenth row.

4.4. Feature Extraction

Feature extraction is the prerequisite for training a model, which transforms the textual
data into numerical data. For the current research two approaches of feature extraction
are used i.e., Bag of Words model and TF-IDF algorithm.
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Figure 4. Top 10 categories represents it is an unbalanced dataset.

4.4.1. Bag of Words (BoW

As machine learning algorithms cannot work with raw text directly so the textual data
was converted into numerical vectors of numbers using BoW. A list of unique words
from the textual data obtained from the preprocessed top 10 categories were identified to
design the vocabulary and then on the basis of their presence, these words were scored
in each document to form a vector which can be used as an input to the machine learning
model. It disregarded the order of words and all the grammatical details in the document
and thus easily the textual data is represented into its equivalent vector of numbers.

4.4.2.

The next step was to apply Term Frequency-Inverse Document Frequency which spotted
all the important words from the 10 categories. Words with less tfidf scores were consid-
ered as they had high importance in the document matrix. Following is the calculation of
TF-IDF score for the word t in document d from the document set D:

tf idf (t, d, D) = if (t, d). idf(t, D) (1)

tf (t, d) = log(I + freq(t, d)) (2)

N is the total number of documents in our text corpus, therefore, IDF Inverse Docu-
ment Frequency is:

idf (t, d) = log(
N

countd ∈ D; t ∈ d
) (3)

After the text was converted into numerical data, the next step was to apply text classifi-
cation using two approaches of machine learning classification, supervised classification
and unsupervised classification.

4.5. Text Classification

The aim of text classification is to label the textual data into its relevant categories. In
the current case study, the news headlines are divided into two data sets; train data set
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Figure 5. Distortion Score Elbow for K-Means Clustering

Figure 6. Visual representation of 6 clusters obtained from K-Means

which comprises of 80% of the news articles and the remaining 20% of news articles
for testing. 10-fold cross validation is also applied to let the model learn from the test
data. For the text classification only 20,000 news headlines samples are chosen because
of memory issues.

4.5.1. Unsupervised Learning

Unsupervised learning is used to train a machine learning model using unlabeled data
and allows the model to discover the unknown information, hidden structure, patterns
in data and find features that can be useful for categorization without any prior training.
Two algorithms are used to classify news headlines categories.

-K-Means clustering
K-Means clustering also known as distance-based algorithm, is the most efficient

method to cluster data. It is applied on the preprocessed news text sample that was first
converted into numerical data using TF-IDF and Bag of Words model. Each datapoint in
the data sample was assigned to its closest centroid to form a cluster which minimized
the distance of the data points within the cluster. To choose the right number of clusters,
elbow method is used.
Elbow method automatically selected the optimal number of clusters with KElbowVi-
sualizer method for K-Means algorithm by fitting the model with a range of values for
K. Figure 5 shows the distortion score Elbow for K-means clustering, where distortion is
the sum of squared distances from each point to its assigned center point. Elbow method
predicted 6 clusters for news categories. Figure 6 shows the visual representation of the
6 clusters obtained from Elbow method.
The next step was to check the quality of the clusters obtained from K-means algo-
rithm and elbow method using Silhouette score with higher Silhouette coefficient which
proved that the model contained well defined clusters score. After K-means clustering
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(a) Top 10 most frequent la-
bels in Cluster 0

(b) Top 10 most frequent la-
bels in Cluster 1

(c) Top 10 most frequent la-
bels in Cluster 2

(d) Top 10 most frequent la-
bels in Cluster 3

(e) Top 10 most frequent la-
bels in Cluster 4

(f) Top 10 most frequent la-
bels in Cluster 5

Figure 7. Top 10 most frequent labels in Cluster

Figure 8. 27 Clusters obtained from Mean Shift Algorithm

is done, top 10 most frequent words in each 6 predicted clusters are analyzed. Figure 7
represents the results of most frequent words and their scores in each predicted cluster.

-Mean Shift
Next step was to use mean shift algorithm to find clusters from the data sample.

Mean Shift is also referred to as centroid based algorithm or mode seeking algorithm. In
a given region, it shifts the candidate data points to the closest centroids of the clusters
iteratively to be the mean of the points. Then these data points are filtered in a later
stage to remove the redundant points to form final set of centroids. Unlike K-means
clustering, it does not requires specifying the number of clusters as the number of clusters
is automatically determined by the algorithm with respect to the data. Figure 8 represents
the 27 clusters obtained by Mean Shift algorithm. The quality of clusters obtained from
Mean shift algorithm using Silhouette score is checked. Similarly, top 10 words from the
predicted 27 clusters were obtained.

4.5.2. Supervised Classification

The last step is the supervised learning which is training the machine learning model with
sorted and labeled data. As the data sample was text so it was first converted into numer-
ical data with TF-IDF algorithm and then Logistic regression algorithm on the sample
data was applied. Logistic regression algorithm is most used machine learning predictive
analysis algorithm which predicts the categorical dependent variable using a set of given
independent variables to assess the probability of an event’s success or failure. It is very
fast and efficient to train and discover the classification of the unknown records.
The experimental results obtained by logistic regression proved that prediction of news
headlines into their pre-defined categories can be best gained by the use of logistic re-
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Figure 9. Heatmap representing prediction by Logistic Regression.

gression as it gave 74% accuracy in classifying the news categories. Figure 9 represents
the heatmap obtained by Logistic Regression having higher values on diagonal veri-
fies that the model is predicting the headlines to their pre-defined categories accurately.
Therefore, the case study proved that with the use of the proposed framework, online
news channels and news portals can easily increase their speed and efficiency of news
headlines classification and reduce their computational complexity.

5. Conclusion and Future Work

We have presented a framework that self learn the category of a news. The system in
the first step, exploratory data analysis on the news dataset is applied, and then text
pre-processing techniques are applied to remove the unwanted and useless information
from the data to get meaningful insights. Lastly, text classification is carried out using
two approaches of classification, unsupervised clustering with K- means clustering and
mean shift algorithm, and supervised classification with logistic regression. The pro-
posed framework is persistent and cost-effective which will help the e-news channels
and news portals to automatically classify the huge set of scattered news headlines into
their pre-defined news categories efficiently and effectively. Thus, the automatic news
headlines categorization will reduce the computational complexity.
In the future, the proposed framework can be extended to analyze the sentiments of users
on news articles using sentiment analysis. Currently, this framework is applied to news
headlines classification however, in the future; this framework methodology can be ap-
plied to other datasets such as movies or talk shows datasets to automatically catego-
rize the movies and talk shows into their pre-defined categories efficiently and hence
the accuracy can be improved. Similarly, developing a recommender system that recom-
mends news categories to the users based on their user profiles remains a milestone to be
achieved in the future.
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