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Abstract. This paper proposes an algorithm for learning to move the desired object 
by humanoid robots. In this algorithm, the semantic segmentation algorithm and
Deep Reinforcement Learning (DRL) algorithms are combined. The semantic 
segmentation algorithm is used to detect and recognize the object be moved. DRL 
algorithms are used at the walking and grasping steps. Deep Q Network (DQN) is 
used to walk towards the target object by means of the previously defined actions at 
the gate manager and the different head positions of the robot. Deep Deterministic 
Policy Gradient (DDPG) network is used for grasping by means of the continuous 
actions. The previously defined commands are finally assigned for the robot to stand 
up, turn left side and move forward together with the object. In the experimental 
setup, the Robotis-Op3 humanoid robot is used. The obtained results show that the 
proposed algorithm has successfully worked.

Keywords. Humanoid robots, DQN, DDPG, deep semantic segmentation, object 
manipulation, locomotion

1. Introduction

The humanoid robots are expected to navigate by themselves in environments such as 
the house, office, and hospital in a normal daily life and move the desired objects [1-4].
The combination of the locomotion and manipulation skills of the robots is required for 
the application. Especially, the robots should be capable of object detection and 
recognition capabilities. Hence, the development of artificial intelligence algorithms for 
robots to autonomously transport objects is still a challenging research topic. 

Deep learning algorithms were used for a lot of applications in smart environments 
[5-9]. In this paper, we investigate different deep learning algorithms for the walking 
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task towards the object and the manipulating task it. In this context, the recent attention 
has focused on Deep Reinforcement Learning (DRL) for solving complex and high 
dimensional problems [9-18]. In the literature, the locomotion and manipulation tasks 
were generally taken into consideration in separate scenarios. In [10-15], the DRL 
algorithms were worked the basic tasks such as pushing, grasping, and pulling were 
worked on robotic manipulators. In [16], Reinforcement Learning (RL) method was used 
for reaching task for Baxter humanoid robot arm to a target pose that is controlled by a 
human. [17] proposed two RL based hierarchies plans to perform the task of 
manipulating and grasping the objects with uncertain disturbance for a humanoid like 
mobile robot having the human like upper body includes two robotic arms. In [18-20], 
some deep learning methods were applied for object detection and manipulation in 
cluttered environment on the Nao Robot, the REEM-C robot, and Romeo. They did not
include DRL. In [21-26], few powerful DRL algorithms were developed for locomotion 
tasks of both biped and humanoid robots. In our earlier works, we carried out separately
the locomotion and grasping tasks for the humanoid robots [27-30]. We applied the 
demonstration learning by using different deep learning models such as Convolutional 
Neural Networks (CNNs) and Long Short-Term Memory (LSTM) networks in [27]. In 
[28], we applied semantic segmentation for grasping tasks. We deployed DRL for 
different scenarios including walking tasks in [29-30].

In this paper, the locomotion and manipulation tasks are combined by using DRL as 
different from the works in the literature. The semantic segmentation algorithm is
proposed to detect the target object. Pyramid Scene Parsing Network (PSPNet) is used 
for semantic segmentation [31]. The outputs of the network are imported to the input of
the next stage. Two modules for walking and manipulation are planned. Deep Q Network 
(DQN) is prepared to walk towards the target object by using all combinations of the 
defined actions using the gait manager and the different head positions of the robot. Deep 
Deterministic Policy Gradient (DDPG) network is employed for manipulating the object
[32-35]. The previously defined commands are finally assigned for the robot to stand up, 
turn left side and to move forward together with the grasped object. In the experimental 
setup, the Robotis-Op3 humanoid robot [36] is used. The obtained results show that the 
proposed algorithm successfully worked.

The rest of this paper is organized as follows. In section 2, the fundamentals of CNNs, 
PSPNet, DQN, and DDPG are introduced. Section 3 gives the details of the proposed 
vision based algorithm. The experimental setup and results are presented, respectively in 
Section 4. The conclusions and future direction are presented in Section 5.

2. Theoretical background

This section briefly reviews the fundamental concepts of CNNs, PSPNet, DQN, and 
DDPG.

2.1. Convolutional neural networks

CNNs are a kind of artificial neural networks with multiple layers [37-38]. The inputs of 
the network are the images and/or the signals. They are processed end-to-end. 
Classification, detection, and recognition tasks are carried out without using a feature 
extraction method. A CNN structure consists of the combinations of the input layer, the 
convolutional layers, the Batch Normalization layers (BN), the pooling layers, and the 
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fully-connected layers [39]. The input layer accepts two-dimensional signals or three-
dimensional images. If we consider using the images for our aim, the images are then 
filtered in the convolutional layer by sliding the filter matrices. In the pooling layer, the 
dimensions of image matrices are reduced by using the functions average, max poling, 
and min. In other ways, the layer is a feature selection layer. In BN layer, the layer inputs 
are normalized to provide zero mean and unit variance. Rectified Linear Unit Activation 
Function (ReLU) activation function is usually used after BN layer [40]. ReLU provides 
zero output for negative input, and itself input for the others. In a fully-connected layer, 
each unit is exactly connected to the next layer similar to feed forward neural networks. 
The data in a vector form are obtained. The final layer of CNN includes a softmax or a 
linear/nonlinear activation function. The softmax activation function calculates the class 
probabilities relating to each output [38-39].

2.2. Pyramid scene parsing network

PSPNet is a network used for semantic segmentation. The network consists of the 
encoder and decoder parts. The structure is shown in Fig.1 [31]. Fig. 1 consists of the 
encoder part and the decoder part. The encoder part can be generated by a vanilla CNN 
constructed with (BN), ReLU activation, max pooling, and zero padding or famous CNN 
models such as ResNet, VGG16, MobileNet, and FCNs [41-44]. The decoder part is a 
single standard structure. The decoder part is depicted by the blocks called Pool, Conv, 
Upsample, Concat, and Conv.  Pool, Conv, and Upsample blocks are generated from four 
layers of average pooling, convolution, BN, ReLU activation, and resize. The feature 
map dimensions are [64, 128, 256, 256, 256] and the polling outputs are [1x1, 2x2, 3x3, 
6x6]. The Concat block means the concentration as a single tensor of the inputs at the 
final. The final Conv block includes multiple layers such as the convolution, BN, ReLU, 
convolution, resize, reshape, and Softmax activation layers, respectively. 

Figure 1. PSPNet architecture [31].

2.3. Deep Q network

There are three learning methods classified as supervised, unsupervised, and RL. RL
methods use a reward and penalty values. The correct action provides a reward and the 
wrong action provides a penalty. The agent interacts with the environment, receives the 
values, and then applies the appropriate action [32-33]. Thus, the best policy is provided. 
AlphaGo game is the best known example of RL. The computer algorithm being powered 
with the RL has won the game against the best Go player [34].

Fig. 2 shows a kind of DRL algorithm called DQN. In Fig. 2, the agent is a CNN. It 
decides to an action  �� � � from action space with respect to the state �� by interacting 
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with the environment at t�[0, T] and obtains a reward or penalty �� with respect to the 
selected action and pass to a new state ��	
. It generates the policy �� = �(�� ).
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Figure 2. Structure of deep Q network.

In DQN, the cumulative reward is maximized as in

�� = � 
����
��� ��                                                                                                    (1)

where 
 is a discount factor in the range of [0,1]. Being given a policy, the optimal Q-
value function is obtained by using Belmann equality

��(��, ��) = �[��|��, ��, �],                                                                                   (2)

��(��, ��) = ���� + 
�[��(��	
, ��	
)|��, ��, �]�,                                              (3)

��(��, ��) = ������� + 
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Q-learning is realized by:

�(��, ��) ! �(��, ��) + "�[��	
 + 
��������(��	
, ��	
) # �(��, ��)].             (5)

DDPG in Fig.3 integrates both the actor-critic and DQN methods to learn the 
policies in the continuous domain. It provides the continuous actions. In DDPG, �(�, �),
Q-value network represents a critic function estimating the value of state-action pairs. 
The actor function called the policy network is updated by

$%&' ���~*-
/$��(�, �|01)|����,��2(��)$%&3(�|02)|�45                                            (6)     

where 6� means the transitions obtained from the � stochastic behavior policy. The 
policy is generally a Gaussian distribution with the center of 3(�|02) depending on the 
parameter 0.
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Figure 3. The structure of deep deterministic policy gradient network.

3. Vision-based walking and object manipulation

In this paper, a vision based experimental procedure is designed to walk to the target and 
to manipulate the object. The flowchart in Fig. 4 depicts the experimental plan for the 
pilot scenario. In this plan, Robotis-Op3 is controlled using a keyboard and the images 
are collected by using its camera as moving the robot. Three deep learning algorithms 
are then executed. One of them is the deep semantic segmentation algorithm and the 
others are DRL algorithms. PSPNet semantic model is applied to segment the objects in 
the environment and find the target object. To use at the training of the PSPNet model, 
all images are manually labeled in Matlab. DQN is applied for the robot to walk to the 
target. DDPG is applied for the robot to manipulate the target object. Finally, the 
networks are transferred to the real robot by means of Robot Operating System (ROS)
and the pre-defined actions are applied to the robot in order.

4. Experimental results

In the study, we used the Robotis-Op3 humanoid robot and experimental environment 
consisting of the room of (2m x 4m) in Fig. 5 [36]. We aimed that the robot walks to the 
target object and to manipulate it. Robotis-Op3 consists of 20 axes and has a Logitech
C920 HD Pro camera, 9 degrees of freedom inertial measurement unit, Intel NUC i3, 
Linux operating system, Dynamixel SDK, and ROS. In the experiments, we worked on 
a workstation having Nvidia Titan XP.
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Figure 4. The flowchart of the proposed system.

Figure 5. Robotis-Op3 humanoid robot and the experimental environment.
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Figure 6. Some images used in the training data set.

To walk towards the desired object, we used the gait pattern generator that is available 
in Robotis-Op3 source code [36]. The pattern generator deploys three coupled oscillators, 
for the right foot, the left foot and the center of mass with sinusoidal trajectory in a 
synchronized way with respect to the movement. Moreover, it has closed loop control to 
balance using the gyro data to get rid of falling [45]. In our experiment, firstly, we 
controlled the robot by a keyboard. We captured a total of 3211 images consisting of 
2269 training images and 942 validation images from the real Robotis-Op3 camera by 
using ROS to walk to target.

Figure 7. The RGB image used in the training data set and its labelled version (top), the segmented image and 
its depth version (bottom).

Fig. 6 shows the sample images in the training data set. We labeled five objects
consisting of the ball, cube, platform, floor, and wall. Each object painted with a different 
color. Fig. 7 shows the captured real RGB image, the labeled images, the segmented 
images, and the depth images. We used completely real images for the training. We tried 
different models such as ResNet50-PSPNet, VGG16-UNet, VGG16-FCN32, VGG16-
PSPNet, and VGG16-Segnet [41-44, 46-47]. We trained all models by the Adedelta 
optimization algorithm for 40 epochs, 2 batch size, and 100 steps [48]. We evaluated the 
network by the accuracy, the Dice coefficient, and the Intersection Over Union (IOU) 
coefficient to measure the segmentation performance [49-51]. The values near one of the 
accuracy, Dice, and IOU exhibit perfect object boundaries [49-50]. We used ResNet50-
PSPNet in our scenario since it achieved better performance than the other networks. The 
results of ResNet50-PSPNet relating to the accuracy, Dice, and IOU are shown in Fig. 
8a-c for each epoch, respectively. As can be seen from Fig. 8 and Table 1, the value of 
{0.9983, 0.9988, 0.9945} were obtained for accuracy, Dice, and IOU in the training stage, 
respectively by ResNet50-PSPNet. In the validation stage, we obtained the values of 
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{0.9971, 0.9978, 0.9928}. The results reveal that the ResNet50-PSPNet can successfully 
segment the experimental environment.

Table 1. Segmentation performance of state-of-art algorithms.

Model Train                                    Validation
Encoder-Decoder Accuracy Dice IOU Accuracy Dice IOU
ResNet50-PSPNet 0.9983 0.9988 0.9945 0.9971 0.9978 0.9928
VGG16-PSPNet 0.9719 0.9730 0.9709 0.9663 0.9676 0.9705
VGG16-UNet 0.9844 0.9865 0.9740 0.9713 0.9726 0.9457
VGG16-FCN32 0.9834 0.9832 0.9810 0.9738 0.9663 0.9386
VGG16-Segnet 0.9811 0.9856 0.9534 0.9768 0.9767 0.9402

                                        

     
                                             (a)                                                                                   (b)                                           

(c)

Figure 8. The training and validation results for the accuracy, Dice, and IOU.

Secondly, we constructed our experimental environment in the Webots simulation 
platform for the simulation works [52]. We trained our robot to learn to walk towards the 
target object by using DQN in Webots. We defined the combinations of discrete actions 
consisting of forward, back, left, and right of the movement and right, left, straight, down 
on the head and applied DQN structure in [29]. We used both the depth image and 
segmented image as the DQN inputs. Depth image corrupted with random noise and blur 
was used for achieving the robustness to the differences of illumination and appearance 
between the real and simulation environments. The segmented image was used to 
determine the target. We centered the object on the image taken from the robot camera 
in respect to the neck and head positions [36,52-53]. We calculated the distance and the 
orientation to the target using the head tilt angle and the neck pan angle, respectively 
[36,52-53]. We selected the eight actions such as forward, backward, turn left, turn right, 
and stop. Table 2 shows the selected discrete actions in respect to the robot velocities 
and orientation. We determined the reward with respect to the distance to the target. We 
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randomly selected the label of the target object in the environment by using the 
segmented image at the beginning of each episode. We fixed the distance between the 
objects since the robot is able easily to grasp one object, but we randomly changed the 
initial locations of both objects on the table at the beginning of each episode. We 
randomly re-initialized the location of the robot at each episode. When the robot fell 
down and the robot walked more than 8 minutes in the room of 2mx4m, we terminated 
and reset, respectively. The obtained mean reward from the used DQN at the walking 
task towards the desired object is given in Fig. 9. The results reveal that our agents can 
successfully learn to walk to the target object no matter what the size, shape, and location
of it are.

Table 2. The actions to robot velocities and orientation.

Action Linear (cm/s), Angle (degree)
Forward [6, ±-15] and [1-3, ±[0-15]]
Backward [1,7],[1,-15] [8,-7.5]
Noop -

Figure 9. Mean reward with respect to training episodes for DQN.

To test the performance of DQN, we measured the success rate of the reaching to 
the target when moving the robot from four different initial positions and the rotation.
We determined the middle point of the environment as (0,0) point. Each position was 
evaluated 20 times, resulting in the success percentages reported in Table 3. The results 
show that our agent is successful in both the real-world and simulation scenarios.

Table 3. Comparison of and simulation and real world experiments to walk to the target.

Initial Value (x,y, angle) (0,0,35o) (0,0,0o) (0.6,0.6,35o) (-0.5,-0.5,-90o)
Real-World 86.24 % 98.12 % 83.87 % 69.45 %
Simulation 92.03 % 100 % 93.45 % 88 .67%

Thirdly, in order to manipulate object, we then put the robot to the sitting position and 
run DDPG for grasping as an autonomous step in the algorithm. We controlled the 
position of right shoulder and left shoulder, right arm upper and left arm upper, right arm 
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lower and left arm lower by using the continuous actions thanks to DDPG. In DDPG
having 4 layered actor and critic networks, we selected critic learning rate, actor learning 
rate, discount factor, critic l2 regularization as 1e-3, 1e-4, 0.9, 1e-2, respectively. We 
trained the robot in Webots. We received exactly the simulated RGB images as the inputs. 
We limited the robot arm’s workspace and started a new episode and penalized the robot 
when it digresses off limits. We evaluated the relative location of the object and robot 
arm in the reward function. We determined the positive and negative reward values as 
the object moves up and down, respectively. The obtained mean reward is given in Fig. 
10. As can be seen from Fig. 10, the models learn perfectly all steps to manipulate the 
object after 300 episodes.

Figure 10. Mean reward with respect to training episodes for DDPG.

We applied all steps of the algorithm and embedded the DQN and DDPG networks 
into the robot in the ROS environment. To test the performance of DDPG, we measured 
the success rate of the object manipulation. We repeated 20 times the manipulation task 
for the object in both real world and simulation environments. As can be seen from Table 
4, our agent provides the good results for both real world and simulation. Failure of
manipulation trials are due to the robot hand with clamp shape. It is generally not seen 
as the failure of the agent. The robot catches the object, but it could not hold the object 
without dropping it due to the hand’s clamp shape.

Table 4. Comparison of and simulation and real world experiments to manipulate the object

Model Real-World Simulation
DDPG 67 % 79 %

After carrying out the manipulation task, we finally applied the commands of 
standing up, turning left side, and straight walking, respectively to move the object.
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5. Conclusions

In this paper, we presented new algorithm steps for the humanoid robots to learn to move 
an object by using DRL. The algorithm included three tasks, as object detection, 
locomotion, and manipulation. The first task was carried out by a deep semantic 
segmentation network, the second and third tasks deployed DQN and DDPG respectively.

All models were trained in the simulation environment and then the obtained 
networks were embedded into the robot. All algorithm steps were successfully performed 
on the real robot. The algorithm can be applied to walk towards one from previously 
labelled objects in a cluttered environment and to grasp it without re-training the 
networks. Moreover, the algorithm can be extended for the obstacle avoidance task with 
the appropriate reward and actions. Future studies will go ahead to work in the clutter 
environments with the same algorithm.
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