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Abstract. Interoperability is an important topic in the Internet of Things (IoT), be-
cause this domain incorporates diverse and heterogeneous objects, communication
protocols and data formats. Many models and classification schemes have been
proposed to make the degree of interoperability measurable - however only on the
basis of a hierarchical scale. In the course of this paper we introduce a novel ap-
proach to measure the degree of interoperability using a metric scaled quantity. We
consider IoT as a distributed system, where interoperable objects exchange mes-
sages with each other. Under this premise, we interpret messages as operation calls
and formalize this view as a causal model. The analysis of this model enables us to
quantify the interoperable behavior of communicating objects.
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1. Introduction

The Internet of Things (IoT) transforms ordinary physical objects into so-called smart
objects by enriching them with computing capabilities and connecting these objects to
a given communication infrastructure, namely the Internet. Functions and services that
were previously only available locally (i.e. within the boundaries of the corresponding
physical objects) can now be offered to other participants in the IoT environment such
that new use cases and applications can be formed out of the composition of multiple
services and functions. Furthermore, these smart objects produce tons of data as they are
able to sense their physical environment in terms of temperature, humidity, light inten-
sity and so further, and to share the collected data. Using actors, they are even able to
manipulate the environment (e.g. a smart light switch allowing to turn on/off the lights).
However, interoperability, i.e. the ability to seamlessly communicate, interact and coop-
erate with each other, is a critical key factor for realizing such novel IoT applications,
as the market is coined by many heterogeneous objects, a huge bandwidth of available
communication protocols and data formats, and numerous recommendations for possible
reference architectures [1][2]. All these technologies are not always compatible to each
other leading to an immense manual effort for integrating heterogeneous objects into a
uniform IoT environment [1]. Therefore, the interoperability challenge is an important
topic addressed by both, the research as well as in the industry [3][4][5].
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However, the concept of interoperability is interpreted in various ways due to the
complexity and versatility of the topic or sometimes due to a weak understanding [6].
The lack of interoperability in the context of IoT applications is often complained, but
there are very few studies that addresses this issue systematically and to the full extent.
Existing comprehensive studies (e.g. [3], [6] and [7]) typically address interoperability by
attempting to unify as many different aspects of interoperability in one common model
as possible. Furthermore, these models try to make the degree of interoperability mea-
surable and comparable (i.e. a value indicating to what extent interoperability is given
between two or more objects). This degree is typically measured by the fulfilment or
non-fulfilment of criteria defined by the respective model: The more criteria fulfilled, the
higher the degree of interoperability. Some higher (i.e. more advanced) criteria can only
be fulfilled if lower criteria are fulfilled as well, thus leading to a hierarchy of different
criteria and, consequently, a hierarchical scale of measurement. With our approach, we
want to make interoperability measurable not only on a hierarchical scale, but also with
metric values. With this first approach, the focus here is not on interoperability in its en-
tirely (i.e. with all its characteristics, aspects and criteria), but only on a specific aspect,
namely the call of operations by message passing which is ubiquitous in IoT environ-
ments. More specifically, we model this specific aspect of message passing as a causal
model. Nevertheless, our aspect and thus the metric measurement method can be embed-
ded in a hierarchically oriented model, so that only this aspect is measured metrically,
but the remaining aspects are still evaluated using a hierarchical scale.

This paper is organized as follows: Section 2 gives a brief overview of definitions
of interoperability to provide a first insight into this complex topic. In section 3, we
analyze several approaches for classifying and measuring interoperability aspects based
on a hierarchical scale and select one framework in order to embed our measurement
method. The causal model is derived in section 4 and analyzed in section 5. Finally, a
conclusion is given in section 6.

2. Definition of Interoperability

The problem of lacking interoperability is neither limited to the area of IoT nor is dedi-
cated to the application field of information systems exclusively. Ide and Pustejovsky, for
instance, defines interoperability as “a measure of degree to which diverse systems, or-
ganizations, and/or individuals are able to work together to achieve a common goal”’[8].
According to this definition, interoperability is present whenever there is the necessity
that different participants meet and interact with each other to fulfill a common goal, no
matter whether these participants are physical machines, IT systems or human actors.
Moreover, this definition describes interoperability as a measurable property indicating
how good or bad the participants can interact with each other, or in other words, to what
degree they are able to inter-operate. In the context of information systems, IEEE de-
fines interoperability as “the ability of two or more systems or components to exchange
information and to use the information that has been exchanged”[9]. A similar defini-
tion is given by Tsilas with “the ability of heterogeneous IT networks, applications, or
components to exchange and use information, that is to ‘talk to and understand’ each
other”[10]. Both definitions are close to the initial generic definition, but in comparison,
the participants are specified as hardware and software components and the interaction
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takes place by exchanging information. With these criteria in mind, we are automati-
cally in the field of distributed computing as information is exchanged not only locally,
i.e. within the boundaries of a component, but also cross-component. Since Internet of
Things setups are naturally distributed systems, as the “Things” are components interact-
ing with each other by exchanging information over the “Internet”, the cited definitions
are sufficient even for the area of IoT.

3. Models and Approaches for Hierarchical Interoperability Measurement

In section 2, interoperability has been identified as a measurable property indicating to
what degree interoperability is given between two or more participants. The word degree
implies that we need some type of scale or a classification approach such that different
interoperability scenarios can be compared with each other and ranked. Persisteras and
Tarabanis have analyzed twelve proposed classification approaches grouping together
different aspects of interoperability [6]: The finding of their analysis is, that all twelve
classification approaches use an evolutionary perspective, which means that the degree
of interoperability can be measured by answering the question which aspects (also called
features [6]) of interoperability are fulfilled and which not. The fulfilment of an specific
aspect in turn, can be measured by the fulfilment of criteria which are defined in accor-
dance with the aspect. Some aspects are more advanced than other (and therefore their
criteria are harder to fulfil) leading to an higher, i.e. a more advanced, degree of interop-
erability. For instance, the fact that two participants are able to exchange symbols over
a wire is a lower fulfilled aspect in comparison to the aspect, that these two participants
agree on the same understanding of the meaning of exchanged data structures. These
aspects and their criteria are consolidated within so-called levels of interoperability such
that a model for classification typically consists of multiple interoperability levels fol-
lowing a strict linearity: For reaching an upper level of interoperability (i.e. a high degree
of interoperability) all the aspects of the underlying levels must be fulfilled. Although,
the number of interoperability levels vary from approach to approach, the aspects identi-
fied by [6] within the twelve analyzed classification approaches are often similar to each
other: On the lower levels, the basic aspects of communication are addressed, such as
the ability to exchange single symbols up to unstructured and structured data (e.g. in
[11] and [12]), whereas the higher levels covers aspects like the semantic representation
of single words, data structures up to the ability to integrate the provided services of a
component into an workflow for achieving a certain goal (e.g. in [11], [13] and [14]).
Although Persisteras and Tarabanis have analyzed these twelve classification approaches
in 2006 and in the context of information systems in general, classification approaches
and typologies for IoT interoperability that have been developed later use the same evo-
Iutionary perspective with different interoperability levels as mentioned above. Recent
models and approaches for IoT can be found in [3] and [7].

Due to the scale of fulfilment or non-fulfilment of aspects and their criteria, the mea-
surement within these models is hierarchical and not based on a metric basis. However,
a long-term goal should be to measure, evaluate and compare particular interoperability
scenarios not only hierarchically, but also based on a metric scale in order to achieve finer
granularity. As already mentioned, our contribution is to offer such a metric measure-
ment method. However, this method is limited to only one specific aspect, namely the
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call of operations by message passing, which means that only this specific aspect can be
measured using a metric scale. However, this aspect can be embedded into the existing
classification approaches, so that all other aspects of interoperability are still hierarchi-
cally measurable, but this one specific aspect offers a complementary metric measure-
ment method. To embed the aspect which is covered by our metric measurement method,
we use a classification framework which has been designed by Persisteras and Tarabanis
in addition to the twelve approaches which they have analyzed. The Connection, Com-
munication, Consolidation, and Collaboration Interoperability Framework (C4IF) uses
an evolutionary perspective as well. It defines the following levels of interoperability:

e Connection: Includes the aspects of being able to exchange signals between two
information system components.

e Communication: The ability of components to exchange any kind of data which
is conform to a predefined data format agreed by both components. This level
encompasses two aspect sub levels covering the data format of single exchanged
strings ([6] mentions a data format for a string with dd/mm/yyyy as an example)
on the first level as well as the data format of whole structures (e.g. an JSON or
XML schema) on the second level.

e Consolidation: Includes the aspect of being able to understand exchanged data.
This requires that both components share and agree on the same meta model
describing the semantic meaning of a single string and whole data structures.

e Collaboration: The highest level of interoperability includes the ability not only
to understand the meaning of exchanged data but also to use the data in such a
way that whole processes and workflows can be formed by triggering multiple
functions and services. [6] describes this level as “the ability of systems to act
together”. These actions should trigger changes in the physical world.

According to Persisteras and Tarabanis, the C*IF has been developed by transfer-
ring some well-established concepts from linguistics into the concepts of information
system interoperability. More in detail, these four levels of interoperability are mapped
to equivalent levels of the human communication. Persisteras and Tarabanis argue, that
these concepts of linguistics are considered as common to any kind of communication
scenario and can therefore be applied to all kind of interoperability scenario in the infor-
mation system context [6]. For the fulfillment of our interoperability aspect of issuing an
operation by sending a message, we assume that the aspects of the Connection as well
as of the Communication level must be fulfilled so that an operation can be issued by
sending a message. Nevertheless, it is required that the receiver of the message is able to
understand its meaning in order to choose and perform the appropriate operation. Since
the terminology “message passing” can be considered as equal to the terminology of
“exchanging data”, the aspect is placed in the Consolidation level.

4. Metric Interoperability Measurement Model

Our approach to measure the degree of interoperability as a metric quantity is inspired
by the observation of communicating processes within the consolidation level of the
C*IF classification scheme. In the following, we will decompose this behavior in order
to extract relevant components of the model.



174 S. Kotstein and C. Decker / An Approach for Measuring IoT Interoperability
4.1. Observation of Communicating Processes

We consider the following typical situation in the interaction of communicating pro-
cesses, where a process A, the caller, issues an operation at the process B, the callee. In
figure 1, the caller sends a message M to the callee, which processes the message and
issues the operation accordingly. Finally, the operation returns a result M’. In this sce-

Process A Process B Process B
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Yessage yy T~
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Figure 1. Message based interaction Figure 2. Message dispatch at callee

nario, we assume a working communication and that the callee syntactically understands
the messages. This enables the callee to parse the received message and dispatch it to
the appropriate operation. Figure 2 displays the link between the message reception and
operation via the dispatcher. At first, the dispatcher identifies the operation op specified
in the message and maps it to the appropriate local operation. The operation starts and
afterwards the result R = op(M) indicates the end of the operation, whether the opera-
tion ran successfully or failed. R may be even empty as long as we can figure out that
it originates from the callee’s operation op. In case the message specifies an unknown
operation the dispatcher returns some other result U, which can be distinguished from
result R. Independent from the content, result R and result U must at least identify the re-
sult’s originator. Whenever a message is received by the callee, one of R or U is created.
A new message M’ includes this result and is returned by the callee to inform the the
caller. The key observation relevant for interoperability measurement is that the callee
receives a message and creates a result from which it can be detected whether an oper-
ation was issued or not. Again, the concrete result of the operation’s execution as well
as the information whether the operation ran successfully or failed is not relevant in this
context.

4.2. Message Passing of Interoperable Processes

We formulate the observation of the message passing behavior from Figure 2 for inter-
operable processes on the consolidation level of the C*IF scheme as follows:

Observation (Message passing). If an interoperable process receives a message M, the
process’s operation op will cause the process to emit a non-arbitrary outgoing mes-
sage M'.

Note that we use the term outgoing message as an indicator that the operation op
was issued by the incoming message. It is not required that the outgoing message is sent
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back to the incoming message’s originator. This pinpoints interoperability at the site of
the callee process. The observation coins the essence that interoperability on the con-
solidation level is more than communication because it demands a dependence between
message reception and message emission. This dependence is the result of some oper-
ation beyond syntactic message parsing. As consequence, it enables us to discriminate
between a message-dependent behavior and an arbitrary behavior.

4.3. Causal Modeling

Our observation of the message passing behavior of interoperable processes from sec-
tion 4.2 establishes a cause-effect relation. We formulate this behavior as a structural
causal model (SCM) which describes in a functional form how the components interact
with each other. As a result, we have clear rules for analyzing interoperable processes. A
structural causal model defined by Pearl[15] is an ordered triple < U,V,F > with

e U, a set of exogenous variables which are not determined by the model
e V. aset of endogenous variables which are determined by the model
e FE, set of structural equations to express the values of variables in V

We define the endogenous and exogenous variables in table 1 for the SCM of interopera-
ble processes. For each variable in table 1 we need to define its value using the structural

Component Endogenous Variables V | Exogenous Variables U
Incoming message M Uyn
Dispatcher P Up
Outgoing message M’ Uy
Discriminator D Up

Table 1. Causal model variable definition
equations fy, fp, fur, fp € E. These equations relate the variables with each other and
conclude the model.

Message M. The incoming message M consists of an operation specification and corre-
sponding arguments. The operation op is taken from set FM of operations. We specify M
using EBNF.

M :=op, {Arg}
op:=opi|opy| ... |opk

, where Arg = Uy are the arguments of the operation op unknown to the model and
op € FM with |[FM| = k.

Dispatcher P. The dispatcher parses M and maps the operation specified within to a
local operation from the set F” which are accessible by the dispatcher on the callee
process. If the dispatcher cannot find the operation specified in the incoming message, it
returns an unknown result.

P:= fp(M,Up)

op ,ifope FPnM
Up , otherwise
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,where Up ¢ F PUFM 1t may seem odd that the dispatcher returns an unknown result Up.
In causal modeling, we express with an unknown variable Up that we do not explain how
it is caused.

Outgoing message M'. Previously, the dispatcher P has selected the corresponding lo-
cal operation according to the operation specified within the message M. The outgoing
message M’ contains the result of the execution of the operation op, which we define as
the following equation.

M' = fo(P,M,Upyp)

__JR ,ifP=ophopeM
" |Uy . otherwise

, where R = op(M) is the result of the operation op taking the arguments from the in-
coming message M. If op was not known to the dispatcher, the result is the unknown
variable U,; which says that we do not determine its value from the causal model.

Discriminator D. Finally, the discriminator identifies whether the outgoing mes-
sage M’ is the operation’s result or an unknown dispatcher’s result.

D := fp(M',Up)
{1 ifM =R

0 , otherwise

The discriminator returns 1, if M’ results from the operation execution. Therewith, the
discriminator establishes the dependence between incoming and outgoing message. Note
that we do not need to know the concrete result of the operation execution. In this model,
the operation result R only identifies its origin.

Graphical model. Finally, every SCM is associated with a graphical causal model, or
simply a graph. The graph’s nodes represent the variables V and U from table 1 and the
edges represent the structural equation in E. The figure 3 depicts the graphical causal
model of the message passing behavior of interoperable processes.

C)—()

N

)

Figure 3. Graphical causal model of the message passing behavior of interoperable processes



S. Kotstein and C. Decker / An Approach for Measuring IoT Interoperability 177

5. Analyzing the Interoperability Measurement Model

In section 4.3 we have derived a causal model for the message passing behavior of in-
teroperable processes. We now investigate the model behavior in order to decide on the
degree of the callee’s interoperability behavior. We discuss the model’s behavior using
probabilities, e.g. there is a probability that an incoming message M contains an oper-
ation which the dispatcher can map to a local one. The probability of the complement
means that M contains an unknown operation to the dispatcher.

5.1. Variables Dependencies and d-separation

The observation of message passing of interoperable processes in section 4.2 establishes
a dependency between the incoming and outgoing message through the causal relation-
ships between the variables. We analyze the paths between the nodes in the graphical
causal model of figure 3 utilizing the process of d-separation, where one can conclude
the variable dependencies from. We quote the definition from Pearl’s book [15], page 46.

Definition (d-separation). A path p is blocked by a set of nodes Z if and only if

1. p contains a chain of nodes A — B — C or a fork A <— B — C such that the middle
node B is in Z (i.e. B is conditioned on), or

2. p contains a collider A — B < C such that the collision node B is not in Z, and
no descendant of B is in Z.

If Z blocks every path between two nodes X and Y are d-separated, conditional on Z,
and thus are independent conditional on Z.

If two graph’s nodes are d-separated, the variables they represent are independent.
In contrast, if two nodes are d-connected, a path exists between them, i.e. the variables
are most likely dependent.

5.2. d-separation Analysis

The analysis of d-separation in the causal graph of figure 3 let us identify the condi-
tions for message dependencies. Concretely, the discriminator D shall determine the mes-
sage M’ origin as a result of the incoming message M. As a consequence, we formulate:

Problem. Find sets of nodes in the causal graph under which M and D are d-connected
or d-separated.

Discussion of the cases, if M,D are d-connected. Using an empty conditioning set Z,
then, according to the definition above, every path between M and D forms a chain with
no blocking node in between. So, M and D are d-connected and therefore dependent. In
this case, the incoming message M affects the probability of D. In the context of inter-
operability, it is understood as follows: For messages M containing operations known
or unknown to the dispatcher the discriminator D yields D = 1 or D = 0 corresponding
to the probability the incoming message M contains an operation known or unknown to
the dispatcher. A single occurrence of message M containing an operation known to the
dispatcher will yield D = 1 according to the defined causal relationships in section 4.3.
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More formal, let M,, an incoming message specifying an operation the dispatcher
can map to a local one, i.e. op € F¥NF?. Then P(M = M,,,) is the probability that M,,
is received by the callee, and P(M = M,,,) is the probability of an incoming message,
which cannot be mapped by the dispatcher. Due to d-separation the discriminator always
depends on the incoming message according to the causal relationships, i.e.

PD=1|M=M,,)=PD=0|M=M,,) =1 (D)
P(D:O\M:Mop):P(Dzl|M:m)20 )
As a result, it is derived

PD=1)= Y  P(D=1|M)P(M)=P(M=M,)) 3
ME{Mop:Mop}

PD=0= ¥ PD—0|MP(M)— P ~Try) @
ME{an;M70]I}

Discussion of the cases, if M,D are d-separated. Using Z = {M’} will block the path
between M and D, rendering D independent from M, i.e. P(D | M';M) = P(D | M").
Given we filter for M’ = R we may always observe interoperability. For M = M, it is the
result of the causal relations . For M = M,,,,, contrary to equation 4, there is an exogenous
factor which changes M’ to M’ = R. A technical example could be a fail-safe operation,
which catches the dispatcher’s Up result and creates a non-arbitrary response M’ = R.

1 .forD=1
P(D|M =RM)=P(D|M =R) = o )
0 ,forD=0

For the complementary event, P(D | M’ # R) inverts the results from equation 5.
5.3. Degree of Interoperability

Table 2 summarizes the d-separation analysis for M and D and relates it to the degree of
interoperability. Using the equations 3, 4 and 5, we can finally probabilistically measure
the degree of the interoperable behavior of the callee proccess. The probability P(D =
1) is the metric quantity which states how often the the callee shows an interoperable
behavior under arbitrary incoming messages M.

6. Conclusion and Outlook

In this paper, we investigated the call of operations by message passing as a special as-
pect of interoperability. We designed a causal model formalizing this behavior. It en-
ables us to quantify the degree of interoperability, that is how successful the dispatcher
calls a process’s operation according to an incoming message. It is assumed that there is
an operational communication between processes. Our approach contributes to previous
work on C*IF by Persisteras and Tarabanis; it can be embedded into the Consolidation
interoperability level of their framework.
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Conditioning set | Statement about M,D Degree of Interoperability, P(D)
Z=0 d-connected, i.e. M,D are dependent, see P(D=1)=PM=M,),)
equations 3, 4
Z={P} d-connected, i.e. conditioning on the dis- P(D=1)=PM=M,),)
patcher keeps M,D dependent, see equa-
tions 3, 4
Z={M'} d-separated, M, D are independent, M’ de- PD=1|M =RM)=1
termines interoperability, see equation 5
z={PM'} d-separated, i.e. conditioning on the dis- PD=1|M =R M)=1
patcher has no effect, if M’ € Z. M and D
remain independent, see equation 5

Table 2. Summary of d-separation analysis to measure the degree of interoperability

As a next step we plan to extend the relations our causal model spans across various

message processing components. A promising tool to apply is the do()-calculus. It en-
ables queries on causal models and allows us to quantify interoperable behavior in more
detail.
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