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Abstract. Long-term pressure and flow rate history are important for reservoir 
characterization and reservoir management. However, a complete set of these data 
are often not available due to numerous technical difficulties. Currently, datasets 
with missing information are omitted and not considered for further analysis. In this 
study, we use machine learning algorithm via linear regression for flow rate history 
reconstruction. Only few studies have demonstrated the application of linear regres-
sion for well testing purposes. However, pressure and flow rate data in a producing 
field are comparatively longer and more complex. A combination of feature extrac-
tion and linear regression was applied for long term flow rate history reconstruction. 
The dataset used to evaluate the performance of the proposed method was obtained 
from a real producing field. This study indicated the high performance of linear re-
gression at estimating missing flow rate history using available pressure readings in 
the dataset. Although linear regression has the benefits of high interpretability and 
fast computation time, it fails to perform well in reconstructing flow rate history 
when there is a significant degree of variation in the flow rate and pressure data. 

Keywords: Flow rate history reconstruction · Reservoir management · Linear re-

gression · Machine learning · Statistical learning 

1 Introduction 

Flow rate and pressure response history are certainly important as a rich source of infor-

mation about the reservoir. Having access to a complete set of flow rate and pressure 

response history is of paramount importance for reservoir characterization, behavior un-

derstanding, and future performance prediction. The reconstruction of flow rates and 

pressure responses over time provides valuable insights into the reservoir's dynamics, 

allowing engineers to identify and account for subsurface features such as fractures or 

faults that may affect fluid flow. These insights are critical for optimizing reservoir per-

formance and maximizing economic potential. Accurate predictions about reservoir be-

havior under different production scenarios can inform important decisions about drill-

ing, production strategies, and reservoir management. Therefore, the availability of com-

prehensive flow rate and pressure response history is essential for the successful devel-

opment and management of reservoirs. However, obtaining a complete history of pro-

duction data with its respective pressure response is especially difficult to achieve due to 
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number of reasons. Firstly, pressure record is subjected to dynamic changes such as sud-

den changes in flow temperature, that might occur in the wellbore or the reservoir [1]. 

Secondly, flow rate data is usually measured and recorded on the surface in varying time 

intervals, which result in incomplete flow rate history with irregular time interval be-

tween them [2].  

Missing flow rate history could be calculated using conventional model-based 

approach with the assumption that there are negligible changes on the reservoir parame-

ters over the production time. However, the process can be tedious and time-consuming. 

To effectively reconstruct the flow rate history for the reservoir, machine learning 

emerged as an attractive alternative that is advantageous in terms of fast computational 

time and less susceptible to bias than human interpretation [3]. By utilizing the available 

data, machine learning algorithms ‘learn’ the underlying relationships between the da-

tasets. As a result, data-driven model can generalize more realistically to the reservoir 

compared to model-driven solution. In fact, The utilization of machine learning are ex-

tended to wide range of application in petroleum engineering, such as production fore-

casting [3-5], optimization of surface facilities [6], history matching [7, 8], well param-

eter monitoring [1, 9], speed up reservoir simulation [10] and etc. Typical data collected 

from a producing well, such as bottom-hole pressure and flow rate can be utilized for the 

purposes. In fact, several studies applying machine learning techniques on data collected 

from PDG have been done to simulate well testing and flow rate reconstruction [9, 11, 

12]. However, the previous studies were done in the context of well test analysis, where 

the timeframe is relative short compared to field production time. Besides, the variation 

presented in the pressure and flow rate data was relatively small. Therefore, the linear 

regression algorithm might not capable of predicting missing flow rate history in long-

term dataset that generally incorporates large degree of fluctuation. In this study, a com-

bination of feature extraction and linear regression algorithm will be applied to flow rate 

history reconstruction upon long-term pressure and flow rate dataset. The dataset used 

was collected from a real producing field over eight years. The effectiveness of linear 

regression on flow rate history reconstruction will be assessed using two datasets, one 

with small degree of variation and another with high degree of variation in pressure and 

flow rate data. 

2 Literature Review 

Machine learning intersects with areas of engineering, statistics, data mining and ar-

tificial intelligence. The development of predictive model for production forecast is clas-

sified as a supervised learning problem, where both the output y and features x are meas-

ured, and the goal is to find the pattern behind y and x, and used the trained pattern to 

make prediction [13]. Within the category of supervised learning, reconstruction of flow 

rate history is classified as a regression problem, where its output is essentially quantita-

tive (e.g. flow rate). Thus, machine learning technique for regression will be applied in 

the study of flow rate history reconstruction.  

Numerous researches has been conducted to interpret flow rate and pressure data us-

ing machine learning approaches for different applications. Notably, studies about the 

interpretation of pressure and flow rate data collected from permanent downhole gauge 

(PDG) has been done by researchers for well test analysis using machine learning [9, 11, 

12, 14]. The results of the studies demonstrated that machine learning is capable of ex-

tracting relationship between the parameters in the data. Relationship between flow rate 
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and pressure was expressed in the form of pressure convolution, then applied to well 

testing dataset [9]. Study on flow rate reconstruction was also conducted on different 

reservoir models such as homogenous infinite reservoir, channel reservoir and reservoir 

near a sealing fault [1]. 

However, algorithms introduced in the previous studies were verified using synthetic 

dataset and simple real dataset in the context of well test analysis. The dataset has a 

minimal degree of variation; hence it is relatively simpler to model. This study focused 

on flow rate history reconstruction upon long-term real dataset by extending the algo-

rithm proposed by the previous studies. The timeframe of the real dataset is compara-

tively longer. Besides, the challenges of flow rate history reconstruction on long-term 

real dataset are the large number of uncertainties involved and the fluctuation of meas-

ured data. Therefore, the combination of feature extraction and linear regression algo-

rithm in this study will be tested to assess its robustness in modeling complex flow rate 

and pressure dataset over a long timeframe. 

3 Problem Statement 

The traditional methods of flow rate history reconstruction, such as analytical solutions 

and reservoir simulations, require extensive investments in terms of time, money, and 

effort. As a result, there is a need for a more efficient and cost-effective approach to 

reconstructing flow rate history. In response to this need, this study aims to develop a 

data-driven predictive model using linear regression for the reconstruction of flow rate 

history on real datasets. The performance of the linear regression approach is evaluated 

using both simple synthetic and complex real datasets. However, the limitations and as-

sumptions of linear regression must be carefully considered, especially in handling com-

plex and non-linear relationships between variables, and the model's performance must 

be validated against existing analytical solutions or simulation results to ensure reliable 

and accurate predictions. The overall goal of this study is to offer a viable alternative to 

traditional methods that can optimize reservoir performance and maximize economic po-

tential. 

4 Methodology 

Linear Regression 

Linear regression has long been a topic of interest in various industries [15-19]. Linear 

regression is a statistical learning method that models the relationship between a depend-

ent variable, y and one or multiple independent variables, x. Linear regression is a com-

putationally fast algorithm with high interpretability through weightage of each feature 

on the output. Each term within the features reflects the physical properties of flow rate 

in relation with pressure and time [11]. The features were formulated by mapping the 

flow rate based on pressure convolution was shown in Eq.1 [9]. 
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In the case where both bottomhole pressure and wellhead pressure were collected, 

both pressure responses were being utilized to extract their relationships with the output. 

Since wellhead pressure is strongly correlated with bottomhole pressure, the wellhead 

pressure will implicitly contains information about the reservoir flow. Therefore, features 

were mapped using both bottomhole pressure and wellhead to capture more information 

about the reservoir. Some additional features were introduced to model the ratio between 

bottomhole pressure and wellhead pressure, and the differential pressure between bot-

tomhole pressure and wellhead pressure. 
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The features were derived from pressure response and time data. The feature were 

then used in linear regression model training together with regularization. The purpose 

of introducing regularization parameter λ into training was to shrink the weight estimates 

(2) 
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θ. Hence, the variance of the output can be limited to minimize overfitting issue [13]. 

Overfitting issue occurs when the model computed is unable to generalize well on new 

dataset even though the model fits well on the training dataset. Overfitting is usually 

caused by excessive introduction of features relative to the complexity of the problem. 

Linear regression was formulated as Eq.3, and the weight θ was solved using closed-

form Eq.4 to minimize the cost function J, as shown in Eq.5 [20]. The advantage of 

closed-form solution is that it is relatively faster than iterative approach. However, the 

limitation of the closed-form solution arises when the data is sufficiently larger than the 

capability of computation memory, or the data form a singular matrix. In the case of this 

study, closed-form solution was applied as none of the constraints was met. The missing 

flow rate records can be predicted through matrix multiplication of the trained weights 

and input at their respective timestep as shown in Eq.6. 
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The workflow of the study was illustrated in Fig.1. 

 

Fig. 1. Workflow of the study 

 Data pre-processing: Artificial noise was introduced into synthetic dataset to simulate 

the slight variation that would have presented in real data. Outliers were removed in 

the real dataset. 

 Features mapping: Extract features based on pressure with respect to time at each 

timestep. Additional parameters were introduced to model complex dataset as shown 

in Eq.1 and Eq.2.  

Data pre-processing Features mapping Training 

Reconstruction of 
flow rate history

Statisical Analysis
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 Training: 85% of the data was used as training set to train the model using linear 

regression. 

 Reconstruction of flow rate history: The missing flow rate history will be recon-

structed. The remaining 15% of the data that has been segregated from training set 

will be reconstructed and compared to the actual value to assess the reliability of the 

linear regression algorithm.  

 Statistical Analysis: Statistical analysis such as t-test and p-value evaluation will be 

carried out to assess the regression model. 

5 Results and Discussion  

Both synthetic and real dataset were used in this study for flow rate history reconstruc-

tion. Linear regression will be first applied on synthetic dataset, then on real dataset. 

Synthetic dataset had minimal variation, thus suitable to assess the algorithm validity on 

flow rate history reconstruction. Real dataset had a comparatively higher degree of vari-

ation in nature, thus suitable to assess the algorithm’s resilience against complexity of 

the dataset. 

5.1 Linear Regression on Synthetic Dataset 

Linear regression was first applied on simple synthetic dataset composed of bottomhole 

pressure, gas flow rate and oil flow rate for a single well with minimal variation in liquid 

flow rates.  

.  

Fig. 2. True and noised pressure and flow rate versus time for synthetic dataset. Missing flow rate history was 
denoted as green colored dots 

Artificial uniformly-distributed noise was added into the synthetic dataset prior to 

training. The purpose of adding artificial noise into the dataset is to simulate noises that 

would have been presented in the real dataset collected from the real field. Therefore, we 

can access the algorithm’s performance in making reliable reconstruction of missing data 

on top of noised dataset. 
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15% of both the flow rate data, Qo and Qg were randomly removed from the synthetic 

dataset to produce gaps with the absence of flow rate measurements. The missing data 

on flow rate data were denoted by green dots as shown in Fig.2. 

The model was trained with the noised dataset. The trained model showed R2 value 

of 0.94 when compared to the original data without noise. The residuals from the training 

dataset was normally distributed with its mean centered at zero. Thus, it suggested the 

model could capture most of the points correctly with acceptable variance even though 

artificial noise was introduced into the system. 

As the ground truth of the data is known, cross-validation test was not conducted  for 

model assessment on synthetic dataset. This is because we can directly assess the accu-

racy by comparing predicted value to the ground truth data. By comparing the recon-

structed points with the ground truth data, it was found that the reconstructed flow rate 

history fits the actual ground truth data with a R2 value of 0.91. The result demonstrated 

that linear regression is capable of reconstructing missing flow rate data with low error 

upon simple synthetic dataset. 

 

Fig. 3. Comparison between prediction from trained model (blue) with the actual dataset (purple) and residual 
distribution of trained model for both oil and gas flow rate. 

Linear regression is advantageous in term of its interpretability. The statistical tests 

for each feature provide us a glimpse about the association of each feature to the target 

value. Parameter estimate, standard error, t-statistic and p-value were the results of the 

statistical test of the regression. Particularly, the p-value provides crucial insight on how 

strongly the feature associate with the target value. Features that have p-value lower than 

0.01 are statistically significant, which mean that the particular features are meaningful 

additions to the predictive model. 
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Fig. 4. Comparison between reconstructed flow rate history (blue) with the actual dataset (purple). 

From both oil and gas flow rate regression models, the statistical tests showed that the 

features, P, Plog(t) and P/t had strong association with the regression model, which indi-

cated the presence of superposition events, infinite acting radial flow and the absence of 

boundary effect upon the reservoir flow [4]. 

Table 1. Statistical analysis of oil flow rate regression model on synthetic dataset 

 Estimate Standard error t-statistic p-value 

     

Intercept 47.476 0.44171 107.48 1.05E-203 

P -34.791 1.4411 -24.143 6.32E-66 

Plog(t) 14.46 2.3136 6.2499 1.88E-09 

Pt 4.4856 7.8462 0.57169 0.56807 

P/t 3.7721 0.97342 3.8751 0.000138 

t 3.0384 6.9661 0.43617 0.66311 

 

Table 2. Statistical analysis of gas flow rate regression model on synthetic dataset. 

 Estimate Standard error t-statistic p-value 

Intercept 47.418 0.44643 1.06E+02 1.66E-202 

P -35.843 1.46E+00 -24.61 2.43E-67 

Plog(t) 15.169 2.34E+00 6.4872 5.02E-10 

Pt 2.4399 7.9301 0.30768 0.75859 

P/t 4.1286 0.98383 4.1965 3.83E-05 

t 1.1287 7.0406 0.16032 0.87277 

 

In short, linear regression has an adequate performance on reconstruction of missing 

flow rate data upon synthetic dataset. However, the pressure and flow rate responses in 

the real field often fluctuate because of numerous operational reasons and the complex 

interaction between fluid and the subsurface formation. Hence, the application of linear 
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regression on flow rate history reconstruction should be further investigated using dataset 

collected from a real producing field. 

5.2 Linear Regression on Real Dataset 

In the case of real dataset, the pressure response collected over eight years has higher 

degree of fluctuation compared to that of synthetic dataset. 

 

Fig. 5. Bottomhole pressure and wellhead pressure versus time for real dataset 

The model was trained with the 90% of the available dataset. The trained model 

showed R2 value of 0.41 to 0.63. The residuals from the training dataset was normally 

distributed with its mean centered at zero, which suggested the model could capture most 

of the points correctly. The low goodness-of-fit noticed in water flow rate data could be 

resulted from the inconsistent pressure responses associated with water flow rate in the 

dataset. The possible solution to this inconsistency could be the inspection of operation 

history, so that the trend of water flow rate and pressure response can be validated ac-

cording to the operation conducted. 

The flow rate history was reconstructed using the trained model. Cross-validation was 

conducted by comparing the reconstructed flow rate of the 15% segregated data to the 

actual value. The reconstructed data fits the actual data with only R2 values ranged from 

0.31 to 0.42.  

The linear regression model tended to miss the fluctuation or the spikes that happened 

along the timeframe. The reconstructed flow rate history was highly fluctuated associated 

with the measured pressure responses. Therefore, a further post-processing technique 

was needed to smooth the curve so that a clearer trend can be observed. Exponential 

weighted moving average technique was used to smooth the flow rate history to get a 

clearer trend. As a result, the flow rate history was much clearer and agreed to the actual 

ground truth data. The complete set of reconstructed flow rate history was illustrated in 

Fig.7.  
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Fig. 6. Comparison between predictions from trained model (blue) with the actual dataset (red) (top). Resid-

ual distribution of trained model for both gas, oil and water flow rate (middle). Cross validation of recon-
structed flow rate history (green) with the actual data (bottom). 

 

Fig. 7. Comparison between smoothed reconstructed flow rate history (blue) with the actual dataset (red). 
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The result of the flow rate history reconstruction also showed the limitation of linear 

regression in modelling highly fluctuated data. The result of flow rate history reconstruc-

tion predicted by the model missed out some of the “peaks” that were supposed to present 

in the system. 

Similarly, statistical tests were conducted on oil, gas and water flow rate regression 

models. Statistical tests of different fluid flows did not show consistent trend as the pre-

vious case on synthetic dataset. The observation could be caused by number of reasons, 

including the existence of complex subsurface reservoir characteristics and the incon-

sistent pressure response associated with the flow rate due to measurement error. History 

of production operations will be complementary to the dataset so that the data can be 

cross-checked to validate the correctness of the data. Nevertheless, a more sophisticated 

machine learning algorithm is needed to produce better flow rate history reconstruction 

results on the complex dataset. 

Table 3. Statistical analysis of gas flow rate regression model on real dataset 

 Estimate Standard error t-statistic p-value 

Intercept 4.64E+05 21681 21.379 3.21E-48 

Pbhp -77988 1.13E+05 -0.69322 0.48920 

Pbhp log(t) 1.66E+05 98163 1.6885 0.09332 

Pbhp t -9.98E+05 3.82E+05 -2.6113 0.00990 

Pbhp /t 28433 38873 0.73144 0.46561 

Pwhp 2.20E+05 1.02E+05 2.1553 0.03267 

Pwhp log(t) -3.22E+05 1.25E+05 -2.5702 0.01110 

Pwhp t 10039 5.76E+05 0.017429 0.98612 

Pwhp /t -26878 43892 -0.61236 0.54119 

Pbhp / Pwhp -65792 33163 -1.9839 0.04902 

Pbhp – Pwhp 2.27E+05 99093 2.2944 0.02310 

t 9.99E+05 5.83E+05 1.7134 0.088621 

Table 4. Statistical analysis of oil flow rate regression model on real dataset 

 Estimate Standard error t-statistic p-value 

Intercept 2019.2 97.266 20.759 9.63E-47 

Pbhp 554.02 504.69 1.0977 0.27401 

Pbhp log(t) 53.919 440.38 0.12244 0.90271 

Pbhp t -874.82 1714.6 -0.51022 0.61062 

Pbhp /t -156.19 174.39 -0.89565 0.37182 

Pwhp 730.85 457.33 1.5981 0.11205 

Pwhp log(t) -941.8 561.63 -1.6769 0.095565 

Pwhp t -5203.5 2584 -2.0137 0.045757 

Pwhp /t -51.237 196.91 -0.26021 0.79504 

Pbhp / Pwhp -339.02 148.78 -2.2787 0.024039 

Pbhp – Pwhp 1086.9 444.55 2.445 0.015597 

t 6848.1 2615.7 2.6181 0.009713 
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Table 5. Statistical analysis of water flow rate regression model on real dataset 

 Estimate Standard error t-statistic p-value 

Intercept 689.26 72.488 9.5085 3.40E-17 

Pbhp 466.37 376.13 1.2399 0.21686 

Pbhp log(t) -73.809 328.2 -0.2249 0.82236 

Pbhp t 999.79 1277.8 0.7824 0.43515 

Pbhp /t -19.008 129.96 -0.1463 0.88391 

Pwhp 350.66 340.83 1.0288 0.30516 

Pwhp log(t) -428.57 418.56 -1.0239 0.30746 

Pwhp t 3833.8 1925.8 1.9908 0.04825 

Pwhp /t -188.93 146.75 -1.2875 0.19984 

Pbhp / Pwhp 30.763 110.88 0.2775 0.78180 

Pbhp – Pwhp 180.6 331.3 0.5451 0.58644 

t -3378.9 1949.4 -1.7333 0.08501 

6 Conclusion 

In this study, we aimed to investigate the efficacy of linear regression in flow rate history 

reconstruction. The use of linear regression allowed us to extract and expand features 

from pressure-flow rate data based on physical laws governing fluid flow in porous me-

dia. Our results indicate that linear regression is a suitable approach for modeling datasets 

with minimal variation, achieving an R2 value of up to 0.91. However, we found that 

linear regression struggled to model datasets with a high degree of variation, as evi-

denced by the real dataset, which exhibited a significant drop in goodness of fit to an R2 

value of 0.37. This suggests that while linear regression can be effective for simpler 

pressure-flow rate datasets, it may be inadequate for more complex datasets that exhibit 

significant fluctuations in the flow rate. Despite these limitations, the use of linear re-

gression for flow rate history reconstruction remains valuable due to its fast computation 

time and high interpretability. In summary, this study highlights the potential of linear 

regression as a tool for flow rate history reconstruction, particularly for simpler datasets. 

However, researchers must carefully consider the limitations of this approach and ex-

plore alternative techniques to improve the accuracy and reliability of flow rate history 

reconstruction on more complex datasets. 

7 Future Research Directions 

A future direction for research in flow rate history reconstruction is to investigate the 

development of a feature set that can capture a more meaningful representation of pres-

sure-flow rate data. Additionally, the application of alternative machine learning tech-

niques, such as neural network modeling, is recommended to potentially yield a more 

robust predictive model for flow rate history reconstruction. The utilization of these tech-

niques may offer increased resilience against fluctuations in the pressure-flow rate da-

taset, ultimately improving the accuracy and reliability of flow rate history reconstruc-

tion. 
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Nomenclature 

 

P  pressure 

bhp
P  bottomhole pressure 

whp
P  wellhead pressure 

t  time 

Q  flow rate 

x  features for one observation. 
pred

x  features of one observation for prediction 

X  feature matrix 

y  output for one observation 

pred
y  output of one observation for prediction 

  weights for features x 

  regularization parameter 

m  number of observations 

n  number of features 
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