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Abstract. In medical education Virtual Patients (VP) are often applied to train 
students in different scenarios such as recording the patient’s medical history or 
deciding a treatment option. Usually, such interactions are predefined by software 
logic and databases following strict rules. At this point, Natural Language 
Processing/Machine Learning (NLP/ML) algorithms could help to increase the 
overall flexibility, since most of the rules can derive directly from training data. This 
would allow a more sophisticated and individual conversation between student and 
VP. One type of technology that is heavily based on such algorithmic advances are 
chatbots or conversational agents. Therefore, a literature review is carried out to give 
insight into existing educational ideas with such agents. Besides, different 
prototypes are implemented for the scenario of taking the patient’s medical history, 
responding with the classified intent of a generic anamnestic question. Although the 
small number of questions (n=109) leads to a high SD during evaluation, all scores 
(recall, precision, f1) reach already a level above 80% (micro-averaged). This shows 
a first promising step to use these prototypes for taking the medical history of a VP. 

Keywords. natural language processing, machine learning, medical education, 
algorithms 

1. Introduction 

In the publication by Riemer and Abendroth [1], different approaches are presented how 
Virtual Patients (VP) can best be used in medical education. The listed systems are 
thereby CASUS, CAMPUS and INMEDEA [1]. Typical task types in such case-based 
learning systems are, for example, multiple-choice, long menu, free text, or assignment 
questions [2]. In the current CAMPUS system, such an interaction element is used during 
the anamnesis interview. Thereby, the students are able to select an appropriate 
anamnestic question and receive the VP answer from CAMPUS. This dialog is based 
upon predefined anamnestic questions, which are stored in a database. In order to build 
up additional competencies among the students a more flexible and individual 
conversation should be considered. This requires therefore a change of the system, since 
storing an anamnestic question in each variation isn’t feasible. Hence, this research paper 
examines various methods from the fields of Natural Language Processing/Machine 
Learning (NLP/ML) to provide the capability of dealing with unknown questions. To 
this end, different approaches (prototypes) are implemented using Python, evaluated by 
leave-one-out cross-validation (LOO) and compared with each other using different 

                                                           
1  Corresponding Author: Andreas Reiswich, Heilbronn University, Max-Planck-Straße 39, 74081 

Heilbronn, Germany, E-Mail: andreas.reiswich@hs-heilbronn.de 

dHealth 2019 – From eHealth to dHealth
D. Hayn et al. (Eds.)
© 2019 The authors, AIT Austrian Institute of Technology and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-971-3-73

73



micro-averaged ML scores (recall, precision, f1). The overall aim is to determine the best 
performing prototype, when considering a small number of given training data (n=109). 

2. Methods 

2.1. Literature Review 

The literature databases MEDLINE1, IEEE Digital Library2 and ACM Digital Library3 
were used to conduct a systematic review of chatbots that were utilized in an educational 
environment. The underlying method was derived from the PRISMA flow diagram [3]. 
The year range was set for all databases from 2015 to 2018. In case of IEEE the options 
Full Text & Metadata and My Subscribed Content were selected for the search. For ACM, 
the option ACM Full-Text Collection and Any field for search terms and lastly, the option 
All Fields for PubMed, were selected. When performing the search on all three databases, 
the following search string was applied (ACM result syntax output): 
(+Chatbot* Training Education Apprenticeship Teaching) 

In addition, the TeXMed [4] website was used to generate a BibTex file for PubMed. 
All extracted results were then managed by Zotero4. Besides an additional Excel file was 
used to summarize relevant information related to a set of predefined dimensions of 
interest. These dimensions comprise, for example, the technical solution such as the 
usage of the Artificial Intelligence Markup Language (AIML), Machine Learning (ML) 
algorithms and the implemented user interface (UI). Aspects related to an educational 
concept were also considered. The final update of all literature entries was conducted on 
26th January 2018. 

2.2. Technical Setup 

All ML prototypes were developed either directly in Python (scikit-learn [5]) or with an 
adapter class for Rasa NLU [6]. Solutions that weren’t available in Python were 
excluded. Python was used as it is the core language for many scientific fields including 
Artificial Intelligence (AI) & ML while still offering a highly readable code [7]. This 
allowed a more efficiently use of own software fragments and created a uniform 
approach for the overall evaluation using the inbuilt method cross_val_score [8] of 
scikit-learn for the LOO cross-validation. In addition, Rasa NLU was selected as an open 
source chatbot platform, which allows an execution on a private server. This can also be 
a future prerequisite, for example, if chatbots build up on sensitive data from patients or 
students. Therefore, external service providers such as Google or Facebook were 
excluded from evaluation. In order to use Rasa for classification, all anamnestic 
questions and the corresponding intents were specified in a separate file using the 
required markdown language. For this, each intent was described by a heading and the 
chatbot’s knowledge base as an enumeration of all anamnestic questions in plain 
German. An example for a question and its intent is: “What medical complaints do you 
have?” (intent: complaints_identification). No entities and no sentence modifications are 
applied during this step for Rasa. 
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Besides Rasa, different prototypes were also implemented in scikit-learn for 
classifying the intent. Thereby, each question was transformed into a high dimensional 
vector representation using the Bag of Words (BOW) approach [9] to generate the feature 
matrix (rows: anamnestic questions, columns: BOW generated words as features). In 
addition, methods like tf-idf, hashing and Doc2Vec were considered. However, BOW 
was selected as it is simple to use while showing sufficient accuracy for an initial proof 
of concept. 

For the purpose of data exploration, additional visualizations were generated by 
Exploratory5 and yellowbrick6. Finally, the evaluation process was conducted by the 
cross_val_score method of scikit-learn, applying it on all implemented prototypes. The 
specific test procedure for cross_val_score was set to LOO [8] and the individual scoring 
methods (micro-averaged) recall, precision and f1 were selected [10]. Finally, all results 
were bundled into a Slack7 application. 

3. Results 

3.1. Results of the Literature Review 

The literature review led to 332 papers on IEEE, 124 papers on ACM and 2 papers on 
PubMed. They were then added to Zotero using the generated BibTex files, which also 
included abstracts if available. In summary, 458 papers were considered from these three 
databases using standard export and import of each database provider, TeXMed and 
Zotero. Nonetheless, several files were removed before or during the process of sighting 
each paper’s title and abstract. The reason was either duplicates (5), no valuable 
information (24), e.g. referring only to a schedule [11] or having no access (1) [12]. 
Finally, 428 papers could be usefully sighted for title and abstract. At this stage, all 
chatbots were considered, which were integrated in a more advanced educational concept, 
e.g. in a concept of a Massive Open Online Course (MOOC). Therefore, results like 
answering FAQs of a university [13], supporting the degree program choice of a student 
[14] were not further reviewed. In addition, all results were excluded, which weren’t 
enough focusing on a chatbot approach, e.g. only listing a chatbot as an example [15]. 
After sighting each title and abstract, 36 papers from IEEE, 7 from ACM and 1 from 
PubMed were sighted on their full text information, leading to 21 accepted publications 
(14 IEEE and 7 ACM papers). During this step, the paper quality itself wasn’t considered 
as an additional criterion, only the chatbot context was decisive. In the following, a short 
summary of the results related to the educational setting is presented.  

Frequently, chatbots were integrated in a MOOC scenario [16][17][18][19]. Thereby, 
Demetriadis et al. [16] focused on creating a more productive talk using transactive 
questions and conceptual links to shape the relevant domain model of a task. Kloos et al. 
[17] proposed a MOOC complementary chatbot, allowing to learn Java in several 
interaction modes, such as review and gaming. Besides MOOCs, conversational agents 
were also applied in Virtual Reality (VR) [20][21][22] creating an immersive educational 
environment. Tsaramirsis et al. [21], for example, simulated the experiences of a student 
in a classroom, including the communication with the lecturer. If the lecturer didn’t 

                                                           
5 https://exploratory.io/, last access: 29.01.2019. 
6 https://www.scikit-yb.org/en/latest/, last access: 20.03.2019. 
7 https://slack.com/, last access: 29.01.2019. 

A. Reiswich and M. Haag / Evaluation of Chatbot Prototypes 75

https://www.scikit-yb.org/en/latest/


respond to a student’s question, an inbuilt AIML Chatbot was used to generate the answer. 
Other chatbot realizations covered the use case of language learning [20][23][24]. 
Troussas et al. [23] developed a mobile chatbot for learning vocabularies through text or 
voice response. Further, gamification elements were incorporated by [25][26][27]. 
Pereira [25], for example, created a quiz chatbot for students in different subjects. 
Thereby, a Telegram UI was applied since students were familiar in using such instant 
messaging services [25]. Besides these results, Webber [28] was the only fitting VP 
approach that was referenced within the literature results. However, Webber builds on a 
rule-based SQL approach [29] that was published in 2005 [28]. Therefore, the intention 
of this paper is to revisit the concept of a VP chatbot, considering next to classical ML 
methods a modern approach (Rasa NLU) and a mobile chatting app (Slack) as it was 
suggested by Io and Lee [30] in a recent bibliometric analysis about chatbots. 

3.2. Data Description and Exploration 

Several data sources were integrated to train and evaluate the different prototypes. This 
included questions from the CAMPUS database and online resources [31][32][33][34]. 
They were used to generate data sets with the modified textcorpus-generator8 project. 
Thereby, each anamnestic question was annotated by a single intent based on a personal 
assumption that derived from the gained insight of these resources. A typical question 
from the data set is for example “How much do you currently smoke per day?” (Intent: 
Smoking) or the one given in Section 2.2. 

Table 1. Basic properties of the anamnestic questions corpora 

 Features 
 

Dataset Number of words Number of chars 
 

Proportion of stop words 

AnamnesticData (n=109) 
MED/AVG/MIN/MAX 

(SD: 4.38) 
8 / 9.3 / 3 / 21 

(SD: 26.65) 
46 / 52.52 / 16 / 135 

(SD: 0.136) 
28.6 / 29.3 / 0 / 57.14 

    
 

The basic properties of the underlying questions corpora are described by several 
key features, being shown in Table 1. For each corresponding corpus, either the median 
(MED), average (AVG), minimum (MIN) or maximum (MAX) were calculated. 
 

 
Figure 1. Distribution of all intents in given anamnestic questions.  

Additionally, an absolute frequency distribution, described in Figure 1, gives an 
insight of the amount of annotated questions for each single intent. This data distribution 
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represents a general expected imbalance but doesn’t claim to reflect the future reality. 
The underlying assumption is based on the opinion that certain intents won’t allow to 
create the same amount of questions because they are either more specific (e.g. Person 
weight) or more generally designed (e.g. Smoking). A future study must therefore show 
how to define intents to avoid overlaps before ML classification. 

 
Figure 2. Embeddings of anamnestic questions in 2D vector space after PCA. 

Figure 2 indicates this overlapping issue by using a 2D representation of each single 
anamnestic question. It was created by applying a Principal Component Analysis (PCA) 
on the BOW transformed questions. BOW generated a vocabulary with 385 words for 
all questions. For a future use, it is therefore crucial to find more intents like, for example, 
Alcohol and Smoking (Figure 2), which generate distinctive ML features (better 
distributed vectors). This would facilitate a clear ML classification and thus allowing to 
return the right VP answer for the medical student. 

3.3. Implementing prototypes for intent classification  

To determine the intent of an anamnestic question different prototypes were developed 
with scikit-learn and Rasa (Section 2.2). For scikit-learn, all anamnestic questions 
(n=109) were first transformed to a high-dimensional vector space using the BOW model 
(385 features) without applying any prior preprocessing. After sentence embedding 
various supervised ML algorithms were applied, which were already integrated in scikit-
learn, including: Random Forest (RF), Naïve Bayes (NB), Linear Support Vector 
Classification (Linear SVC) and the Logistic Regression (LR). Thereby, the 
classification targets were set to the intents (n=8) while having the overall distribution 
described in Figure 1. 

 
Figure 3. Slack integration of the anamnesis chatbot. User chooses Rasa NLU as a classifier. Input sentence 
contains an intentional spelling mistake and the chatbot returns the classified intent and its confidence value. 
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Finally, all created prototypes were bundled into a Slack application. Figure 3 
illustrates the final Slack UI using the Rasa prototype for intent classification. Thereby, 
each single prototype is selectable by using the keyword: set_mode_x where x stands for 
the number of the individual prototype, e.g. x=2 for Rasa (Figure 3). All additional 
mappings can be listed by using the chatbot’s help command. All in all, the use of Slack 
creates a UI, which allows the communication between student and VP through a 
modern, well-known messaging service. 

3.4. Classifier Evaluation 

Table 2. Performance measures for the implemented approaches. 

 Scoring method 
 

Approach recall_micro  
in % 

precision_micro  
in % 

f1_micro  
in % 

Platform 
Rasa*  

 
88.073 � 32.410 

 
88.073 � 32.410 

 
88.991 � 31.300 

    
Scikit-Learn  

RF* 
NB 
LSCV 
LR 

 

 
85.321 � 35.390 
81.651 � 38.706 
88.991 � 31.300 
85.321 � 35.390 

 
84.404 � 36.282 
81.651 � 38.706 
88.991 � 31.300 
85.321 � 35.390 

 
82.569 � 37.938 
81.651 � 38.706 
88.991 � 31.300 
85.321 � 35.390 

 
* score value fluctuates at over 80% 

Since the total number of the available data for a specific intent was small, the LOO 
cross-validation method was selected as a test procedure. In the next step each scikit-
learn prototype inherited the BaseEstimator9 class and implemented the adapter methods 
fit(self, X, y) and predict(self, X). Subsequently, an object of this class was passed to the 
cross_val_score method to perform the final evaluation. Thereby, the following scoring 
methods (micro-averaged) were applied: recall, precision and f1. The results of this 
respective approach are listed in Table 2, where each value represents an average of all 
n measurements. All prototypes achieve a score of over 80% for each individual 
combination with Rasa and LSVC delivering the best results (RF excluded because of 
high fluctuation). However, since the SD of each score is very high due to LOO, all 
current prototypes (Section 3.2) should remain selectable by the UI (Section 3.3) for a 
future field study. This would allow to record not only new real data for cross-validation 
but also gain feedback on the individual perception of use by each medical student. Both 
insights could then be analyzed to select the final prototype for the use in a case-based 
learning system. 

4. Discussion 

Considering the given data that is shown in Table 1, both mean values indicate that the 
total number of words and characters in the training data is low. Instead, the proportion 
of stop words with about 29% is quite high. Bearing all this in mind, the subsequent ML 
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algorithms had only few valuable information to deal with and still performed fine 
(>80%, but high SD due LOO). Further improvements could be made by ML parameter 
optimizations or by increasing the data quality when allowing medical students or experts 
to ask questions and subsequently integrate their feedback for training purposes. 

The results of Table 2 also show that there are only minor differences in terms of 
classification performance between the Rasa NLU platform and the assembled scikit-
learn implementations. It would be interesting to investigate whether lemmatizing or 
additional feature extractions, e.g. from grammatical structures, could lead to further 
performance improvements for the scikit-learn prototypes.  

The current version of the Slack UI could allow an unstructured anamnesis survey 
between chatbot and user by replacing the intent with a VP answer. Thereby, it can be 
used on the computer as well as within a mobile application. For future development, the 
dialog system could be extended by storylines, e.g. by Rasa stories, making the overall 
conversation more sophisticated. At this point, additional concepts like voice commands 
[20] or a VR avatar [21] can be also considered. If there are no further improvements in 
data quality the interaction between user and chatbot might be facilitated by additional 
UI elements like in Fadhil and Villafiorita [26]. This could help building a feedback 
channel, e.g. displaying a small set of intents for user selection if the confidence of the 
chatbot isn’t sufficiently high enough. As a result, the user could indicate a suitable 
intention or deny the given suggestion completely. These statements could then be 
forwarded to an author’s Slack workspace for revision and re-added to the chatbot for 
Reinforcement Learning. 
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