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Abstract. Today, when we are surrounded by different smart devices, life of our 
languages is very much influenced by technologies that support them in digital 
environment. Language technology solutions are particularly important for 
languages that are small in size. This paper aims to analyze representation of 
languages of Baltic countries – Estonian, Latvian and Lithuanian – in digital 
environment. We analyze technological challenges for these languages and most 
important achievements (recently created language resources and tools) that help 
to narrow technological gap with widely used languages, facilitate use of the 
natural language in interaction between computer and human, and minimize threat 
of digital extinction. Special attention is paid to the natural language understanding 
task, machine translation and speech technologies.  
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1. Introduction 

Today we are surrounded by many smart devices that communicate with us or have 
interface in natural language. Many users prefer such communication in their native 
language. However, technologies that are widespread for widely used languages (e.g. 
English), such as smart home solutions or mobile applications with a speech interface, 
in many cases are not available for languages with a smaller number of speakers. One 
of the main reasons for this technological gap is a lack of natural language processing 
tools for the particular language. Moreover, there is a threat of digital extinction for 
languages that are weakly supported in digital means. 

Languages of Baltic countries – Estonian, Latvian and Lithuanian – are among 
languages with rather small number of speakers. The number of speakers is one of the 
factors that influence variety and size of the language resources (monolingual, bilingual 
and multilingual texts, dictionaries, transcribed audio and video materials, etc.) that are 
available for particular language. Languages of Baltic countries are often mentioned 
among under-resourced or low-resourced languages. Although there is no precise 
definition what under-resourced language means, usually it is understood as a language 
that is insufficiently (in size and quality) represented in a digital form. Insufficient 
amount or even lack of language resources in a digital form in a turn influence the 
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development of the language technology solutions. This is especially important today, 
when deep learning approach becomes dominant in language technologies. 

At the beginning of this decade, the META-NET Network of Excellence forging 
the Multilingual Europe Technology Alliance 2  conducted a study on 30 European 
languages and the level of support these languages receive through language 
technologies. This survey was published in a book series, describing national language 
technology landscapes. The Whitepapers contain general facts about each language and 
describe recent developments in the language technology and core application areas of 
language and speech technology. The language technology landscape of Baltic 
languages was described in three volumes: “Estonian Language in Digital Age” [1], 
“Latvian Language in Digital Age” [3] and “Lithuanian Language in Digital age” [4]. 

The Whitepapers also present a cross-language comparison ranking the respective 
language within four key areas: machine translation, speech processing, text analysis, 
and resources. Table 1 summarizes ranking of language technology support for 
languages of Baltic countries presented in the Whitepapers. The support for Latvian 
and Lithuanian language in all four key areas is assessed as weak. For Estonian, a 
support for speech and text resources and speech processing is assessed as fragmentary. 
However, support for machine translation and text analysis support is assessed as weak.  

 
Table 1. Language technology support for languages of Baltic countries presented in META-NET 
Whitepapers. 

Language Speech and text 
resources 

Text analysis Machine 
translation 

Speech 
processing 

Estonian fragmentary  weak support weak support fragmentary  
Latvian weak support weak support weak support weak support 
Lithuanian weak support weak support weak support weak support 

 
This paper extends analysis of recent achievements (mostly after the publication of 

Whitepapers) in human language technologies in three Baltic states presented in [1] and 
highlights some most important and some most recent achievements that allow to 
narrow the so-called technological gap in language technology field. The analysis 
shows that although there is still a gap between well represented English language and 
less-resourced languages of Europe, the language technologies in the Baltic countries 
have made a big step further to overcome this gap and thus making communication 
between users and computers easier and more attractive. 

2. Language Policy and Major Activities 

The necessity of language technology support for official languages in digital means 
has been recognized by national governments and is reflected in language policy 
documents of particular country. Moreover, multilingualism and its support through 
technologies is among priorities of the European Union (EU). 
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2.1. International Initiatives 

Languages and linguistic diversity always have been among priorities of the 
European Union multilingualism policy. On September 11, 2018 the European 
Parliament adopted resolution on language equality in digital age3. This resolution 
points on “a widening technology gap between well-resourced and less-resourced 
languages” and regrets “that more than 20 European languages are in danger of digital 
extinction”. The resolution calls the Commission “to make as a priority of language 
technology those Member States which are small in size and have their own language”. 

Language equality and support of multilingualism through language technology 
has been also among topics of the EU research programmes. For instance, in recent 
project call of the EU research and innovation programme Horizon 20204 among other 
priorities an importance of the language technologies has been highlighted though the 
targeted topic of multilingual next generation internet. Activities under this topic aim to 
support technology-enabled multilingualism for an inclusive Digital Single Market and 
facilitate development of technologies that enable every European citizen to access 
content and engage in communication without a language barrier. Seven new projects 
from this call will start in 2019. 

2.2. Infrastructural Developments 

The fundamental support for languages in a digital environment is provided through 
research infrastructures, such as CLARIN and ELEXIS.  

CLARIN 5  – the European research infrastructure for language resources and 
technology – started “from the vision that all digital language resources and tools from 
all over Europe and beyond are accessible through a single sign-on online environment 
for the support of researchers”. Today CLARIN consortium provides easy and 
sustainable access to digital language data in many languages [5]. All three Baltic 
states are members of CLARIN ERIC: Estonia was among countries that established 
CLARIN ERIC in 2012, Lithuania joined CLARIN ERIC in 2015 and Latvia joined in 
2016. Estonia and Lithuania have established national CLARIN resource centers, while 
in Latvia the center is currently under construction6. However, researchers of Latvia 
already now can benefit from CLARIN tools and resources through the single sign-on 
through Latvian academic identity federation LAIFE.  

ELEXIS7 – the European Lexicographic Infrastructure – is a Horizon 2020 project 
that aims to create a sustainable infrastructure for efficient access to high quality lexical 
data and helps to bridge the gap between different scholarly communities working on 
lexicographic resources [6]. The Institute of the Estonian Language is the only project 
partner from Baltic countries. However, universities and research centers that are not 
project partners, can also benefit from the project already now. For instance, one of the 
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project partners, company Lexical Computing, through ELEXIS project provides free 
access to the Sketch Engine tool8 to all academic institutions located in the EU. 

An approach driven by practical needs has been taken by ELRC9 – European 
language resource coordination – initiative [7]. The ELRC network supports collection 
and maintenance of the language resources in official languages of the EU with the aim 
to help to improve the quality, coverage and performance of the automated translation 
solutions of Connecting European Facility (CEF) digital services. In this initiative each 
country is represented by one technological representative and one representative from 
the public services administration. ELRC maintains repository 10  for documenting, 
storing, browsing and accessing language resources that are considered useful for 
feeding the CEF automated translation platform. 

2.3. National Initiatives 

For low-resourced languages support from the government is crucial for their 
sustainable long-term survival and life in digital means, realized through research and 
language technology development activities.  

Such support has been provided in Estonia through National Programme for 
Estonian Language Technology (NPELT) since 2006. NPELT aims to provide 
language technology means that enable successful operation of the Estonian language 
in the digital world. The programme funds different language technology research and 
development activities - from the compilation of resources to the creation of application 
prototypes. Continuous language technology support from NPELT for more than 10 
years has resulted in many language resources and tools and makes position of the 
Estonian language technology stable between the languages with the same number of 
speakers. Recently started NPELT programme for period 2018-2027 provides 
sustainable means for LRT development and will strengthen Estonian language 
position in digital environment. The outcome of NPELT programmes – language 
resources and tools - are freely available to everybody through the website of Center of 
Estonian Language Resources11 (established in 2008). 

Similarly to Estonia, in Lithuania since 2012 research and development in a field 
of human language technologies is funded through national programs for the 
Lithuanian language support in information society. In 2013 the State Commission of 
the Lithuanian language issued "Guidelines for Lithuanian Language Technologies 
development 2014 2020" where machine translation, speech analysis, dialogue systems, 
automatic summarization, semantic technologies, advanced text analysis, compilation 
of language resources, and others, are defined as priorities. Two national infrastructures 
- raštija.lt (Integrated Information System of the Lithuanian language and language 
resources) and LKSSAIS (Information system for syntactical and semantical analysis 
of the Lithuanian language)12 – support access to tools and resources created through 
national programs. Five new projects to support Lithuanian language in information 
society were launched in 2018. These projects aims at development of syntactic and 
semantic analyzers (SEMANTICS 2), Lithuanian language speech services (LIEPA 2) 
and machine translation systems and localization services, as well as, support creation 
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of information systems for integrated Lithuanian language resources (RAŠTIJA 2) and 
Lithuanian Language Resources (E.kalba)13 . 

The importance of the language technologies for the long-term survival of the 
Latvian language has been recognized in the State Language Policy Guidelines for 
2015-2020. Research in language technologies has been supported through the State 
Research Programmes, EU Structural Funds Programmes, grants from the Latvian 
Science Council, EU FP7 and Horizon 2020 Programmes. Although language 
technologies to some extent are presented in state research programmes for Latvian 
language support and ICT, Latvia lacks dedicated language technology program. As a 
result, research and development activities in human language technologies and 
creation of language resources are fragmented and in many cases insufficiently 
supported.  

Currently two large-scale research and development projects support creation of 
missing language resources for Latvian and development of AI-based language 
technology solutions. The project “Full Stack of Language Resources for Natural 
Language Understanding and Generation in Latvian” aims to create a complex, multi-
layered set of essential Latvian language resources (corpora, treebanks, lexicons, etc.) 
to demonstrate the potential of these advanced language resources though creation of 
an innovative NLU and NLG technology [8]. The project “Neural Network Modelling 
for Inflected Natural Languages” aims to research novel models for applying neural 
network technologies for core language technology tasks – written language processing, 
speech processing – and advanced applications – machine translation and human-
computer interaction. Some results of these projects are presented in next chapters of 
this paper. 

3.  Language Resources 

Usually life of the natural language in digital means starts with language resources –
digitized books and newspapers, folklore materials, dictionaries, etc. These resources 
serve not only for a general public, but also for research and development of language 
technology solutions. In Language Whitepapers several categories of language 
resources were analyzed – corpora (text, speech, parallel), lexical resources and 
grammars.  While monolingual written language corpora for languages of Baltic 
countries were rather well represented when compared to languages of similar size, 
availability of parallel corpora was weak. Moreover, speech corpora for Latvian and 
Lithuanian were not available. In this chapter some recent important achievements that 
advance language technologies in Baltic countries are presented. 

3.1. Corpora 

Text corpora have been developed for languages of Baltic countries already for several 
decades. Corpora as well as other language resources for Estonian are listed at the 
website of the Center of Estonian Language Resources. The repository lists 65 corpora, 
including general corpora and domain-specific corpora; monolingual corpora and 
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parallel corpora. The Web13 corpus (etTenTen) 14  is perhaps the largest Estonian 
language corpus. It is morphologically annotated and contains 270 million tokens 
(about 22 million sentences).  

Different Latvian language corpora are listed at korpuss.lv website. The modern 
Latvian is presented through the Balanced Corpus of Modern Latvian [9], which is 
currently being extended to 10 million running words. The korpuss.lv website also lists 
corpus of historical texts, parliamentary debates corpus, speech corpus and some other 
corpora. 

Corpus of Contemporary Lithuanian Language DLTK [10] is the largest corpus of 
the Lithuanian language which contains 102 million running words. The corpus 
represents modern Lithuanian language and includes different genres and domains. 

First text corpora were mainly plain text documents. Today many corpora have a 
morphological annotation (mostly automatic, sometimes manual), some corpora are 
syntactically or even semantically annotated (mostly manual annotation). Such 
annotation is useful for linguistic studies as well as serves for the development of 
corpus-based language processing tools.  

The Universal Dependencies Framework15 is widely used for syntactic annotation 
today.  Estonian, Latvian and Lithuanian are among 60 languages represented in this 
format. The Estonian Treebank in a form of Universal Dependencies (UD)16 currently 
contains 24,752 sentences (about 339,000 tokens). It is automatically created from the 
Estonian Dependency Treebank [11]. The Latvian UD treebank is created from the data 
in Latvian Treebank which is annotated according to a hybrid dependency-constituency 
grammar model [12]. The current treebank (v2.2) consists of 7,703 sentences (110,636 
tokens).  Lithuanian dependency treebank Alksnis was created in 2015-2016, it contains 
2350 sentences annotated in Prague Markup Language format and PAULA XML 
format [13]. Recently these treebanks (together with treebanks of other EU official 
languages) were used in experiment to train parsers and automatically annotate JRC 
DGT parallel corpus of European law [14].   

The most recent attempts in corpus annotation include multi-layered corpus. Such 
corpus contains several annotation layers, e.g., Universal Dependencies, FrameNet, 
PropBank and Abstract Meaning Representation [8]. Multi-layered corpus for Latvian 
will contain about 10-15 thousand sentences (annotated at all layers) by the end of 
2019. Such corpus is useful for natural language understanding task, as well as, for 
cross-lingual and multilingual applications (see section 4.4). 

Different parallel corpora are listed in CLARIN VLO and META-SHARE 
catalogues. Many of them include English or other widely spoken language as a source 
language. However, there are not so many parallel corpora between languages of Baltic 
countries. Moreover, parallel corpora that contain texts originally written in these 
languages, are rare. One such corpus is Latvian-Lithuanian parallel corpus LiLa, which 
contains about 8.7 million tokens, more than 56% of texts are originally written in one 
of Baltic languages [15]. 
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3.2. Lexical Resources 

Digital lexical resources are among language resources that have been developed for 
the long time. Different lexical resources are available for each of languages. However, 
there are still many gaps in both – monolingual and multilingual lexicons (e.g., 
terminology databases or translation dictionaries between less used language pairs, 
etc.).  

Today tezaurs.lv is the largest open lexical database for Latvian. It aims to be the 
central computational lexicon for Latvian, bringing together all Latvian words and 
frequently used multi-word units, allowing for the integration of other LT resources 
and tools. Today it contains 295,760 lexical entries that are compiled from more than 
280 sources. tezaurs.lv is popular not only among researchers, but also widely used by 
general public – journalists, students and many others, receiving more than 2000 
requests each day [16]. The dictionary is enriched with phonetic, morphological, 
semantic and other annotations and enhanced with language processing tools allowing 
generation of inflectional forms and selection of corpus examples on the fly. It is 
available also as an API for integration into third-party applications.  

Estonian META-SHARE node lists 59 lexical conceptual resources – monolingual 
and bilingual dictionaries, wordlists, terminological databases, etc. The most 
downloaded resource is Estonian Frequency Dictionary (one of the first lexical 
resources for Estonian), while the most viewed is Estonian-Russian Dictionary.  

Important lexical resource is WordNet – database of words grouped into sets of 
cognitive synonyms that are called synsets. These synsets are linked by conceptual-
semantic and lexical relations.  Development of the Estonian WordNet [17] 17  has 
started already in 1996, currently it contains 115,318 keywords and 84,150 synsets. 
The WordNet is linked with other WordNets of Nordic countries [17]. There is no 
WordNet for Latvian, while Lithuanian WordNet [19] contains about 15 thousand 
synsets.  

4. Technologies and Tools 

Last few years have been challenging not only for language technology developers, but 
also for many other fields of computer science, since artificial intelligence, namely 
deep machine learning, has become popular. It has a great impact on almost every area 
of language technology, but especially on machine translation, human-computer 
interaction and automatic speech recognition.  

4.1. Toolkits for Natural Language Processing 

The text analysis category in the Whitepapers was assessed by quality and coverage of 
(1) existing text analysis technologies (morphology, syntax, semantics) and (2) text 
corpora, lexical resources and grammars. For languages of Baltic countries different 
basic language processing tools, such as tokenizers, morphological analyzers, taggers 
and spelling checkers, etc., are created. From the user perspective (both computer 
scientists and digital humanities) it is useful to compile tools for common language 
processing tasks in a single toolkit. The well know toolkit is Natural Language Toolkit 
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(NLTK) – a platform for building  Python programs to work  with a natural language 
[20]. The similar Python library – EstNLTK toolkit – has been developed now for 
Estonian [21]. The EstNLTK includes tools for sentence and word tokenization, 
morphological analysis and synthesis, correction of spelling errors and named entity 
recognition. Different Latvian processing tools are included in nlp-pipe18 – a modular 
pipeline for text tokenization, tagging, parsing and named entity recognition [22]. 

4.2. Best Machine Translation for Complex Less Resourced Languages 

Machine translation (MT) was among the areas that was mentioned in Whitepapers as 
insufficiently supported for all three languages of Baltic countries. However, this 
situation has changed recently – machine translation solutions that translate between 
English and languages of the Baltic states not only provide better translation as MT 
engines by global companies, but also have been recognized among the best systems in 
international news translation shared tasks (Figure 1). 

Translation into under-resourced morphologically rich languages, always has been 
recognized as a problem, often Baltic and Finno-Ugric languages are mentioned as 
most complicated cases. First achievements using statistical machine translation (SMT) 
were reported in 2014, when SMT systems created in Latvia were applied for 
translation between English and languages of Baltic states and demonstrated better 
results as Google and Microsoft in translation of general domain texts [23]. Obtained 
results demonstrated usefulness of machine translation and allowed to create public MT 
platforms. In Latvia hugo.lv is a free public sector’s machine translation service to   
translate texts, documents and websites from Latvian into English and vice versa, as 
well as from Latvian into Russian. Moreover, English-Latvian-English MT system was 
specially designed for the 2015 Presidency of the Council of the European Union. The 
tool assisted staff members, translators, EU delegates, journalists, and other visitors at 
EU Council Presidency events. 

For Lithuanian MT system versti.eu translates general, IT and legal domain texts 
between Lithuanian and English, and general and legal texts between Lithuanian and 
French.  

After the paradigm shift from SMT to neural machine translation (NMT), EU 
presidency translators were developed for Estonian, Bulgarian and Austrian Presidency 
of the Council of the EU [24]. The systems combine the European Commission’s 
eTranslation service with a set of customized, domain adapted NMT systems.  

Complexity and small amount of training data has attracted organizers of WMT 
(workshop/conference on MT) shared task to include Latvian (in 2017) and Estonian 
(in 2018) in news translation shared task. The machine translation solutions between 
English and Latvian developed in Latvia for WMT 2017 were among the best, wining 
not only systems developed by well-known research teams, but also by global industry 
players [25]. Systems developed by researchers of Baltic countries for WMT 2018 
were again among the best for English-Estonian and Estonian-English translation pairs 
[26]. 
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Figure 1. Results of WMT17 [26] and WMT18 [26] News Translation Task between English and 
Estonian/Latvian. 

4.3. Speech Technologies 

In Whitepapers speech processing was evaluated by quality and existence of speech 
recognition and synthesis technologies, as well existence and quality of speech corpora. 
Research and development on speech technologies have been known as a success of 
Estonia for a long time. Work on speech synthesis started already in 1980-ies and has 
received national scientific prize. Today speech synthesis solutions are available for all 
three languages and are integrated in different use cases. For instance, Estonian speech 
synthesis is used at Estonian National library to produce an audio version of electronic 
text [34], while Lithuanian synthesizer is integrated in a website of newspaper Lietuvos 
Žinos19.  

Where it concerns Estonian speech recognition, some most recent achievements 
include real time speech recognition, content search in audio and speech transcription 
system for Estonian (e.g. [28], [29], [30]). 

Latvian and Lithuanian for many years were not so well represented in speech 
technologies. Both Baltic languages were assessed as “weak or no support” in speech 
processing mainly because of lack/weak speech recognition support.  

The lack of speech corpus was among the reasons, why speech recognition 
solutions in these countries were not available for a long time. The situation changed 
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when transcribed corpus of spoken Latvian was created [31]. Although the corpus is 
rather small – it contains only 100 hours of transcribed speech, it was good starting 
point for development of several speech recognition systems for Latvian [32], [33]. The 
output of these systems are comparable with the state of the art. Moreover, the systems 
demonstrate significantly better results as speech recognition solution developed by 
Google [32].  

 

Table 2. Evaluation of Latvian and Lithuanian speech recognition solutions on general domain test sets [32] 

Language WER20: Google Cloud Speech WER: Tilde 
Latvian 33-44 16.9 
Lithuanian 27-40 23.3 

 
In Lithuania work on speech technologies has started already in between 70ies-

80ies of 20-century. However, the Lithuanian speech recognition research and 
development activities were significantly advanced after creation of the speech corpus 
Liepa21 allowing to create speech recognition solutions for Lithuanian in better quality 
as systems developed by global companies [32] (Table 2).   

4.4. Natural Language Understanding and Generation 

Semantic analysis and representation of meaning are indispensable constituents for 
natural language understanding task (NLU). Abstract Meaning Representation, AMR 
[35], is a semantic representation language used for logical representation of sentence 
meaning. Researchers from Latvia have successfully participated in international 
competitions related to natural language understanding and generation (NLG) tasks. At 
SemEval-2016 the top result was achieved in the task on Meaning Representation 
Parsing [36], while at SemEval-2017 - the top result was in the subtask on AMR-to-
English Generation [37].  

Initially AMR Bank was created manually for English. Later this representation 
was adapted and validated for other languages, e.g. French, Spanish, Czech, and others. 
Currently AMR is being tested also for Latvian. Results in SemEval competitions give 
confidence that it is worth to develop further the combined machine learning and 
grammar-based approach for NLU and NLG. Moreover, they demonstrate that AMR, 
complemented by FrameNet, Universal Dependencies, Grammatical Framework and 
other state-of-the-art syntactic and semantic representations, is emerging as a powerful 
interlingua for cross-lingual applications. 

4.5. Human-Computer Interaction 

With the renaissance of artificial intelligence and availability of computational 
resources that have made deep learning techniques applicable to natural language 
processing tasks, the human-computer interaction, and in particular virtual employees 
communicating in natural language have become actual topics again. The global 
success stories, such as IBM Watson, Apple Siri, Microsoft Cortana, Amazon Alexa 
and IPsoft Amelia, have raised a global interest in this field, including Baltic states.  
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Communication between human and computer in Baltic countries have been 
studied for many years (e.g. [38], [39]). Today several task oriented virtual assistants 
can communicate in Latvian [40], Lithuanian or Estonian 22  helping users to find 
answers for particular problem. There are virtual assistants that teach multiplication to 
children, helps in library or helps to learn foreign language. It becomes popular to use 
virtual assistants in customer care, especially in telecommunications, insurance, 
education and travel domains. 

Several virtual assistants are developed for public sector. Bilingual (Lithuanian and 
English) virtual assistant serves at the Migration Department at the Ministry of the 
Interior in Lithuania23. Recently Latvian virtual assistant Una24 started work at the 
Register of Enterprises of the Republic of Latvia helping users to find answers to the 
questions related to registration or closing enterprise.  

However, natural language understanding is still not solved problem and thus a lot 
of work needs to be done to create technologies for deeper language understanding and 
human-computer interaction. 

5. Conclusion 

Although languages of Baltic countries – Estonia, Latvia and Lithuania – are 
represented by a rather small number of speakers and often are called under-resourced, 
all three languages are represented in digital world not only by digital libraries of texts 
and language resources (corpora, lexicons, etc.), but also by fundamental language 
technologies, such as spelling checkers, morphological analyzers, taggers and parsers. 

However, the situation with more advanced technologies is different for each 
language. Automated translation support between English and languages of Baltic 
states has reached rather good quality for domains with sufficient data, while MT for 
domains and especially language pairs with limited language resources still needs 
support.  

During last five years significant advancements are made in speech technologies, 
especially for Lithuanian and Latvian. These technologies have reached state of art 
quality in some use cases, but need further research and adaptation for specific use 
cases, domains and environments. 

The natural language understanding, which is a key for successful life of languages 
in a digital world and currently is a hot research topics in a world, has also reached 
some initial achievements in Baltic states, but needs much more attention and deeper 
research activities in a nearest future. It is also important to fill the gaps in basic 
language resources (e.g. WordNet for Latvian) and technologies (e.g. tools for deep 
language analysis) that needs to be developed for support of NLU task.  

There are significant achievements in all three Baltic countries during last five 
years. However, language technologies still needs to be priority with strong national 
support for research and development activities in all three Baltic states to facilitate life 
of languages in digital world and help to narrow technological gap with widely spoken 
languages.   

                                                           
22 https://alphablues.com/ 
23 http://www.migracija.lt/index.php?2044534709  
24 https://www.ur.gov.lv/lv/ 
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