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Abstract. In the fact of growing number of cases, Chinese courts have gradu-
ally formed a trial mode to improve the efficiency of trials by conducting trials
around the controversial issues. However, identifying the controversy issue in spe-
cific cases is not only affected by the uncertainty of facts and laws, but also by the
discretion of the judges and extra-case factors, and cannot be expressed as a stan-
dard format, which lead to the controversial issues based case retrieval a challenge
problem. In this paper, we propose a controversial issues merging algorithm based
on K-means clustering for Chinese legal texts. The proposed algorithm can deter-
mine the number of clusters of the given cause of action automatically and merge
the controversial issues semantically, which makes the case information retrieval
more accurate and effective.
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1. Introduction

Over the past 20 years, the number of cases accepted by the people’s courts has increased
rapidly. From 2013 to 2017, more than 89 million cases were accepted by Chinese peo-
ple’s courts at all levels. In order to cope with the high-speed growth of cases, Chinese
courts have gradually formed a trial mode of launching trials around controversial issues
to improve the efficiency of trials, and as embodied in judgments, it is mainly to develop
reasoning around controversial issues in the reasoning part of the courts [1]. In Chinese
adjudicative documents, controversial issues mainly exist in civil and commercial cases,
and are also common in administrative cases, but seldom exist in criminal cases.

According to the content of disputes involved, controversial issue can be generally
divided into factual controversial issue and legal controversial issue. In terms of trial
organization, factual controversial issue can help to focus on fact investigation, while
legal controversial issue can help to organize court debate. Both play a role in improving
the efficiency of court trial. The controversial issues sorted out, organized to investigate,
and debated by the courts during trials will be embodied in the judgment, and become the
contents which could mostly restore the scene of court trials and the judgment thoughts
of the judges in the judgment.

1Corresponding Author: wangzhu@scu.edu.cn.

M

Legal Knowledge and Information Systems
M. Palmirani (Ed.)
© 2018 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-935-5-215

215



It should also be noted that judges’ summary about controversial issues is unformat-
ted. As a verbal interaction aiming at multiple parties, the summary of controversial is-
sues reflects the judges’ skill in using laws and court trial rules to ascertain the facts of a
case. The determination of controversial issues in individual cases is influenced not only
by the uncertainty of facts and laws, but also by the discretion of administrative judges
and extrajudicial factors, so it is impossible to express controversial issues in a precise
format.

Due to the limited access to cases by judges, it is very difficult for the judges to draw
lessons from the experience of other judges in summarizing and discussing controversial
issues, except from the cases tried or discussed by themselves, and this has greatly hin-
dered the accumulation of legal knowledge and the dissemination of judges’ experience.
It is difficult to retrieve unformatted controversial issues with key words, so the combi-
nation of homogeneous controversial issues has become the basis for judges to retrieve
similar controversial issues [2].

As a matter of fact, the controversial issues are finite for a case in same cause of
action, but it is difficult to distinguish the similar controversial issues due to huge corpus
and different expressions. Therefore, we need machine learning algorithm for identify-
ing the similar controversial issues in a large legal corpus. Most legal information is ex-
pressed in text, such as facts of the case, laws and rules, etc. Firstly, we should transform
this semantic information into vector space. Several approaches are utilized for the se-
mantic vectorization, such as term frequency-inverse document frequency (TF-IDF) [3],
Latent semantic analysis (LSA) [4], Word2Vec and Doc2Vec. Unsupervised learning is
one of the machine learning task of inferring a function that describes the structure of
unlabeled data, and the clustering is a form of unsupervised learning that classifies data
into different classes or clusters automatically.

In this paper, we extract controversial issues from the Chinese adjudicative docu-
ments of personality right disputes in 2017 and introduce four classes of controversial is-
sues including repeated cause of action, general procedure law, general substantive laws
and non-general substantive laws controversial issue or factual controversial issue group.
The first three controversial issues were extracted by regular expression, then the last
one was extracted by machine learning. Experiments show that semantic-based methods
capture the semantic information in the text, whose clustering precision is higher than
others.

2. Controversial Issues Overview

The courts divide controversial issues into factual controversial issues and legal contro-
versial issues during court trials, mainly aiming to ascertain the facts first, and then pro-
ceed to legal reasoning. But from the perspective of referential property to other judges,
some legal controversial issues may not have reference significance, and they are of lim-
ited types and general-purpose, so they may be sorted out first artificially. However, the
combination of controversial issues based on machine learning mainly aims at the non-
general substantive laws controversial issues which are not sorted out in advance and the
factual controversial issues. We divide controversial issues in judgments into four types:

First type: Controversial issue group of repeated cause of action (G1). Such contro-
versial issues are featured by that, upon the request of the parties concerned, the judges
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consider that the issues with the nature of controversial issue are actually the causes of
action involved in the cases. For example, in the disputes over portrait right, the expres-
sion Does the defendant infringe upon the plaintiffs portrait right? is clearly directed at
the cause of action. Similar controversial issues may be combined directly.

Second type: Controversial issue group of general procedure law (G2). Such con-
troversial issues are featured by that, in different causes of action, there will probably
be similar procedural controversial issue group. For example, for such controversial is-
sues of Is the plaintiff a competent subject?, there must be clear regulations in the Civil
Procedure Law, so it is available to sort out the controversial issues by type first before
technical combination.

Third type: Controversial issue group of general substantive laws (G3). Such con-
troversial issues are featured by that, the judges make value judgment on whether minor
premise (facts of a case) meets major premise (legal provisions) according to the clearly
expressed provisions of law. For example, for such cause of action, like Is the amount
of compensation claimed by the plaintiff reasonable?, there must be clear regulations in
substantive laws, which widely exist in different causes of action, so it is worth sorting
out the causes of action before technical combination.

Fourth type: non-general substantive laws controversial issue and factual controver-
sial issue group (G4). Different causes of action involve different non-general substantive
laws controversial issue and factual controversial issue groups. Wherein, the level-four
causes of actions under the same level-three cause of action are possibly repeated with
the factual controversial issue group of the level-three cause of action, and have relatively
great retrieval value for similar cases. Non-general substantive laws controversial issues
have relatively great reference significance. Such causes of action are mainly sorted out
by relying on machine learning.

3. Feature Extraction and K-means

Feature extraction aims to transfer text to a vector which represents the feature of the text.
There are many methods which can capture different features of text, such as frequency-
based (TF-IDF, LSA) and network-based (Word2Vec, Doc2Vec). In fact, the network-
based methods are more appropriate because the combination of controversial issues are
based on semantics and the network-based methods can capture semantic feature exactly.
For instance, Word2Vec expresses the semantic information of words by learning huge
corpus and makes the embedding vectors of similar words more compact as well [5].
Doc2Vec is an extension of Word2Vec that is designed to get an embedding vector of
documents [6]. The difference between them is that Doc2Vec adds the identification
information of the document, and it can be regarded as the topic of the document.

K-means is the most important hard clustering algorithm [7]. It aims to assign the
data set into K clusters, where the value of K is already known. As we know, K-means
is a simple and efficient clustering method, but a big disadvantage of this method is that
it needs to determine the number of clusters first. In reality, often K is nothing more
than a good guess based on experience or domain knowledge. It is similar in merging
controversial issues. In cases of small data sets, we can give an ideal K with the help of
some legal experts, but we can not do so in huge data sets. In this part, we will focus on
a method for determining an appropriate K.
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Schtze et al. introduced a heuristic method in the “Introduction of Information Re-
trieval”, which can capture some possible values of K [8]. In more details, we first per-
form i (e.g. i = 10) clusters with a fixed K (Note that you should initialize each one dif-
ferently) and compute the objective functions of each cluster. Then the minimum of these
objective function values can be denoted by Jmin(K). Now, we implement this process
and compute Jmin(K) with the increase of K. Finally we can capture a series of Jmin(K)
with different K, and find the “knee” in the curve - the point where the successive de-
creases in Jmin become noticeably smaller.

4. Experiments

In this part, the experiments are implemented on the adjudicative documents of person-
ality right disputes in 2017 to demonstrate the performance of our approach. We attempt
to prove that the feature model can capture semantic information, and meanwhile the
clustering algorithm can also assign controversial issues according to our expectations,
especially, an appropriate K can be given according to the heuristic method.

Throughout the experiments, we utilize two indicators to measure the degree of con-
formity between ground truth clusters and our evaluation from algorithm outputs: ad-
justed mutual information (AMI) and V-measure [9]. Another measure is V-measure [10].
V-measure is an entropy-based measure which explicitly measures how successfully the
criteria of homogeneity and completeness have been satisfied.

The proposed method is implemented on the cause of action of portrait right disputes
belongs to disputes over personality right. There are 87 controversial issues in the cause
of action of portrait right disputes that were extracted by regular expression and then
clustered. In more details, the component we set will be retained at 50 in LSA, which
means the dimension of the text feature vector from LSA is 50. We utilized huge corpus
to train Word2Vec vector embedding including two parts: Controversial issues of dis-
putes over private lending, disputes over traffic accident liability for motor vehicles and
disputes over personality right, on the other hand, adjudicative documents of personality
right disputes which includes the facts affirmed by the court, the reasoning of the courts
and the result of judgement.

We set the number of K separately according to “manual” and “heuristic”. When
deciding about the “manual” number of K, we rely on expert opinion. The ideal value
of K we choose is 33, which equals to groundtruth. The “heuristic” number of K comes
from former method are 31, 29, 27, 40 and 36 respectively. The experimental results
are shown in Table 1, we see that, as expected, the Word2vec and Doc2vec based on
semantic feature get better results, meanwhile the “heuristic” results are comparable with
the “manual”. It further proves that the semantic-based method we used can capture the
semantic information inside the document, and the heuristic search of K in K-means is
applicable to this problem.

5. Conclusions and Future Works

In this paper, the controversial issues in judgments are divided into four types. The
non-general substantive laws controversial issues and the factual controversial issues are
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Table 1. Comparison of several methods

Method AMI V −measure

LSA manual 0.4263 0.7759
LSA heuristic 0.4137 0.7689
Word2Vec (dim=50) manual 0.4318 0.7926
Word2Vec (dim=50) heuristic 0.4627 0.7864
Word2Vec (dim=100) manual 0.4603 0.8097
Word2Vec (dim=100) heuristic 0.4334 0.7727
Doc2Vec (dim=50) manual 0.4936 0.8229

Doc2Vec (dim=50) heuristic 0.4720 0.8390

Doc2Vec (dim=100) manual 0.5300 0.8202
Doc2Vec (dim=100) heuristic 0.4902 0.8184

merged by the proposed machine learning algorithm. More precisely, we utilize network-
based word embedding models such as Word2Vec and Doc2Vec to extract text feature
and cluster data with K-means. Finally, the results of experiments demonstrate that the
proposed algorithm is more effective than baseline. However, we found that there is a
hierarchical structure between different cause of action. Therefore, it will be better to
introduce some hierarchical clustering algorithms for the intrinsic hierarchical structure
of controversial issues in Chinese legal texts.
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