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Abstract. Everyday more and more devices communicate information over the In-

ternet and the growing demand for protection has become a real challenge for civi-

lization. While security IT systems based on conventional intrusion detection tech-

nique are simply not effective in detecting, assessing and countering cyber-threats, 

the use of AI based systems, thanks to their autonomy, fast paced threat analysis and 

decision-making capabilities, may guarantee confidentiality, integrity, and availa-

bility within the digital environment. However, increased use of AI in cyber defense 

may create new risks. The aim of this paper is to show experimented applications of 

AI for cybersecurity, raise awareness on emerging security risks that may hamper 

the potential of these applications in digital environment and identify possible tech-

nological solutions, best practices and legislative interventions to prevent these risks 

and mitigate intentional and unintentional harmful outcomes of AI based technolo-

gies. 
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1. Introduction 

On August 2016, during the DEFCON conference2, the Paris Hotel in Las Vegas hosted 

the final round of the Cyber Grand Challenge which was run by the US Defence Ad-

vanced Research Projects Agency (DARPA).3 Seven teams built fully automated artifi-

cial intelligence systems to compete in a “no-human allowed” game of “capture the flag”; 

a fast bug hunting contest on binary code in a highly competitive environment. DARPA’s 

aim was to stimulate development of autonomy in cyber and create unsupervised, auton-

omous AI hacker, able to quickly discover, prove and resolve bugs in a computer security 

system. The winning team – US security firm ForAllSecure – received 2 million USD as 

prize money to continue developing its technology. During the same time period in Las 

Vegas, the Black Hat conference4 was held and the security firm SparkCognition un-

veiled what is said to be the first artificial intelligence powered “cognitive” antivirus 
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system called DeepArmor5. Both these events show how strongly governmental organi-

zations, private companies and security researchers rely on future development of artifi-

cial intelligence technique to ensure protection of the cyber sphere from unauthorized 

intrusions.  

As everyday more and more devices communicate information over the internet, the 

growing demand of protection has become a real challenge for civilization [1]. Conven-

tional IT security measures, which rely on fixed algorithms, speed, skilled machines, and 

human expertise, are simply not effective in detecting, assessing and countering cyber-

attacks. The implementation of AI techniques creates cyber security tools that utilize 

flexible learning and that are capable of real-time detection and evaluation in order to 

nearly instantaneously formulate a solution [2]. Drawing on today’s advancements in AI 

techniques and applications, we can tackle a number of major problems raised in the 

current cyber security scenario, e.g. the detection and prevention of cyber-attacks. This 

tremendous opportunity comes, however, with an array of risks that require attention and 

action from legislators, economists, civil servants, regulators, educators and AI research-

ers. This paper is organized as follow: Section 2 shed the lights on advantages and tech-

nological weaknesses of intrusion detection and prevention systems (IDPS) used nowa-

days to ensure cyber protection. Section 3 explains how AI technique could overcome 

various vulnerabilities and shortcomings of these conventional cyber protection devices 

and presents some experimented application of AI techniques to cyber defense. Section 

4 analyzes security risks that arise from the developments of AI based cybersecurity 

technologies to better identify potential technological and legal interventions to ensure 

that the impact of AI on digital environment is net beneficial. 

2. Intrusion Detection and Prevention Systems 

In 2011, Cisco IBSG researchers predicted that, in a world population of over 7 billion 

people, there will be 50 billion devices connected to the Internet by 2020 [3]. The growth 

of the Internet is directly proportional to the number of cyber threats and of potential 

victims of cyber-attacks and unauthorized intrusions. In addition, these cyber threats 

sprung from a variety of profiles that can’t be targeted in advance, ranging from bored 

teenagers experimenting with the Internet to rogue states and terrorists deploying direct 

cyber-attacks. This is the reason why protection of sensitive data from computer intru-

sions – heather unauthorized access (external intrusions) or malicious use of data (inter-

nal intrusion) – today has been regarded as a challenge for civilization [1]. 

Cyber threats are on the raise and cyber-attacks are becoming everyday more com-

plex thank to the use of multiple redundant attack vectors, to multiply the effects, but 

also making it more difficult for the response teams to analyse [4]. In order to secure 

critical business information and safeguard data from increasingly sophisticated and tar-

geted threats, single individuals, governmental organizations and private companies 

spend millions of Euros in wide variety of technological tools, which help system secu-

rity administrators protect IT assets. Traditional tools of cyber defence are: firewall, in-

trusion detection systems (IDS), and intrusion prevention systems (IPS) [5]. While an 

IDS is designed to identify attacks and alert the system administrator to any malicious 

event to investigate, an IPS is able to prevent malicious acts or block suspicious traffic 

on the network. IDS and IPS are not mutually exclusive and for decades have been used 
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concurrently, at least until security experts and vendors realized that these tools could be 

combined to form an Intrusion Detection and Prevention System (IDPS) [6] capable of 

ensuring twice the protection [7]. The introduction of IDPS was a significant milestone 

in the development of effective and practical detection-based information security sys-

tems. It is the emblem of good security because it combines monitoring, detection and 

response and effectively help to achieve security goals of confidentiality, data integrity, 

authentication and non-repudiations [7]. To get straight to their technical aspects, there 

are software based IDPS, which are installed on a host computer to analyse and monitor 

all traffic activities in the system application (Host-Based IDPS) [8] and hardware based 

IDPS, which are located on an entire network to capture and analyse the stream of data 

packet sent to a network (Network-Based IDPS) [8]. They are primarily focus on a) de-

tecting and identifying possible intrusions, b) analysing information about the intrusions, 

c) and attempting to stop the intrusions and report them to security experts/administra-

tors.  

2.1. Detection Methods: Anomaly Detection and Signature Detection 

The purpose of IDPS is to monitor network traffic for intrusions. These intrusions are 

recognized through two main detection methods: checking variations in routine behav-

ioural patterns (anomaly detection) or patterns matching (misuse or signature detection) 

[8]. 

IDPS anomaly-based detection identifies activities that are different from the refer-

ence baseline of accepted network behaviour – given by a human expert – or pattern of 

normal system activity, learned by the system’s analysis of the past activity of the mon-

itored network. Deviations from this baseline cause an alarm to be trigged. On the other 

hand, IDPS signature-based detection compares potential malicious activity to those that 

match a defined reference pattern of known attacks or known abnormal behaviour. This 

process relies on the fact that each intrusion leaves a footprint behind – called signatures 

– that can be used to identify and prevent the same attack in the future. The human ad-

ministrator has to create a database of previous attack signatures and known system vul-

nerabilities that can be used to identify and prevent the same attacks in the future [10]. 

Usually IDPS combine these two detection methods because of their complementary na-

ture. However, even if these methods are used together, currently used cyber security 

system aren’t able to fulfil the desired characteristic for effectively protecting individu-

als, organizations and companies from an ever-increasing number of sophisticated at-

tacks.  

2.2. Anomaly and Signature Based IDPS, Advantages and Disadvantages 

An IDPS should have certain characteristic in order to be able to provide effective and 

efficient security against serious attacks.  

They should be able to: a) guarantee a real-time intrusion detection; b) minimize 

false positive/negative alarms; c) minimize human supervision d) do constant self-tun-

ing; e) adapt to system changes and users behaviour over time. However, currently used 

cyber security system aren’t able to fulfil this desired characteristic. The most critical 

and obvious technological “lacks” are: lack of automations [11,12], lack of effective de-

tection [10], lack of predictability of the attack and of effective detection of multiple 

attacks [13] and lack of flexibility [14]. In sum, combination of speed and skilled physi-

cal devices and human expertise intervention is no longer sufficient in defending cyber 
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infrastructures from more sophisticated cyber threats. In this complex cyber scenario, 

cyber defence system need to be: a) autonomous; b) able to effectively detect a wide 

variety of threats without trigger false alarms and reducing the number of false posi-

tive/negative rate; c) flexible; and d) robust. Employment of artificial intelligence tech-

niques in cyber security systems can overcome the weaknesses of the commonly used 

intrusion detection techniques and, as a consequence, could AI play an effective role in 

the improvement inconsistencies and inadequacies of currently used cyber security sys-

tems. In the following section, will be analysed how application of AI techniques can 

facilitate cyber security measures, especially in terms of effective detection and de-

creased false positive and false negative rates, the major issues of intrusion management. 

3. Artificial Intelligence: The Future Trend in Cyber Security 

As seen in Section 2, considering the complexity of the digital environment, IDPS based 

on conventional intrusion detection technique (like statistical analysis [9] or rule-based) 

which rely on fixed algorithms, cannot guarantee enough protection for a cyber infra-

structure. Their need for a known data pattern for decision making, and continuous hu-

man intervention make these cyber security systems ineffective for contrasting dynami-

cally evolving cyber intrusions. All the major issues of security measures analysed in the 

Section 2 can be overcome by applying AI techniques. AI is a research discipline of 

computer science that relies on both software and hardware development, that provides 

method for solving complex problem that cannot be solved without applying some intel-

ligence [8].  

Intelligence is simply the capacity to express an appropriate behaviour in response 

to changes and opportunities in a defined environment [9]. It can be divided into stages 

of the independent decision-making process as perception, reasoning, and action. Going 

back to cyber security AI developed flexible techniques which provide learning capabil-

ities and automatic adaptability to conventional systems – hardware and software – used 

for fighting cyber intrusions. Intelligent cyber security systems can handle and analyse a 

large amount of information (perception) and, in case of detection of malicious activity, 

can analyse this information relying on their experience of previous episodes of intru-

sions (reasoning) and make intelligent decision on which is the proper counteraction (ac-

tion). All this in real time and without interaction with human analyst-experts. AI re-

searchers have developed a myriad of tools to secure human behaviour and some are 

already been experimented in the field of cyber security. This section will focus on the 

potentials and functionalities of the most promising AI tools: artificial neural network-

based intrusion prevention and detection systems. 

3.1. Artificial Neural Network Based Intrusion Prevention and Detection Systems 

ANN is an information processing model that that simulate the structure and the func-

tions of the biological neural system [12]. Like the brain, which is composed of neurons 

that transmit signal to each other through synapses, via a complex chemical process, the 

ANN is a net of nodes (processing elements) interconnected by links that transfer nu-

meric data and can transform a set of inputs in a set of desired outputs [13].  

If integrated in IDPS for monitoring network traffic, ANN can overcome the short-

comings of other analysed intrusion detection techniques. Thanks to their inherent speed, 
their flexibility and, most of all, their learning capabilities, they are able to stop multiple 
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attackers, quickly predict known pattern of intrusion – even if they do not match the 

exact characteristic of those that system has been trained to recognize – and reason on 

information and learned previous episodes of intrusions (experience), to identify new 

type of attacks pattern, without generate false positive/negative. In few words, IDPSs 

that rely on ANN are robust, flexible, adaptable and can accurately identify unknown 

attack without the rule or interaction with the human expert [14]. The results of tests 

conducted on a neural network offers a promising future in the identification of attack 

against computer systems. However, security risks triggered by use of AI systems for 

cyber defense are a matter of concern for both security and legal experts. 

4. Security Risks of Artificial Intelligence in Cyber Security 

As seen in the introduction and Section 3, more recently AI has been increasingly playing 

a leading role in cybersecurity’s industry.  

Since most network-centric cyber-attacks are carried out by highly skilled profes-

sionals, which use malware, DDoS, phishing, ransomware, and quickly adopt emerging 

technologies (e.g. Bitcoins for ransomware payments), private entities and governments 

are investing in fundamental research to expand the scope of capabilities of AI. Thanks 

to its autonomy, fast paced threat analysis and decision-making capabilities, AI can en-

able systems to efficiently detect, defend, and, finally, respond to cyberattack by exploit-

ing the vulnerabilities of antagonist systems. Public curiosity and distress about AI has 

focused, in particular, on deep, multi-layer machine learning approaches, like neural net-

works (Section 3.1), seen, nowadays, as essential tools for providing protection. How-

ever, less attention has been paid on increasingly pressing security dangers arising from 

development of AI in cyber security. Next section analyses in details the two major risks 

that may hamper AI’s potential for cybersecurity: possible malicious use [15] of AI sys-

tems in digital domains and lack of control [17]. On this basis, interventions are proposed 

to better investigate, prevent, and mitigate these potential risks. Mapping these criticali-

ties is also vital in order to better appreciate the unique normative challenges of these 

complex technologies and their impact on current legal systems [18]. These legal issues 

will be briefly mentions in the Conclusions but are beyond the scope of this paper. They 

would need further study and a paper on their own to be properly addressed. 

4.1. Possible Malicious Use of AI Systems in Digital Domains 

A central concern at the nexus of AI and cybersecurity is the potential for malicious uses 

of AI based systems capabilities.  

Because of its generative nature, intelligent systems and the knowledge of how to 

design them, can be employed for both beneficial and harmful ends. Focusing on the 

digital security domain, a relevant example is given by AI systems that examine software 

for vulnerabilities, that might have both positive and malicious applications (e.g. through 

cyber criminals training systems to hack). Powerful technology falling into the wrong 

hands (e.g. rogue states, criminal groups and terrorists) would pose grave threats to the 

security of digital environment. As seen in Section 3, using AI on the defensive side of 

cybersecurity, makes certain forms of defence more effective and scalable, such as spam 

and malware detection. But at the same time many malicious actors have natural incen-

tives – which include a premium on speed, labour costs, and difficulties in attracting and 

retaining skilled labour – to experiment with this powerful technology and develop more 
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sophisticated AI hacking tools, able to evade detection and creatively respond to changes 

in the target’s behaviour. According to a recent report on the potential malicious use of 

AI [17] – released by the University of Cambridge and jointly written by twenty-six 

security experts – further progress and diffusion of efficient AI and machine learning 

based systems in cyber environment might, first of all, expand the set of actors who are 

capable of carrying out an attack, the rate at which these actors can carry it out and the 

set of plausible targets6. This claim follows from the qualities of efficiency, scalability, 

and ease of diffusion that characterize AI based systems7 and implicate an expansion of 

existing threats associated with labour-intensive cyberattacks, such as spear phishing8. 

Furthermore, the authors of this report expect that progress in AI will enable new varie-

ties of attacks such as: automated hacking, speech synthesis used to impersonate targets 

and finely-targeted spam emails using information scraped from social media. This anal-

ysis, so far, suggests that the digital environment will change both through expansion of 

some existing threats and the emergence of new threats that do not exist yet. But report’s 

authors also expect that the typical character of attacks will shift in a few distinct ways. 

In particular, they think that attacks supported and enabled by progress in AI will be 

especially effective, finely targeted, difficult to attribute, and exploitative of human vul-

nerabilities (e.g. through the use of speech synthesis for impersonation), existing soft-

ware vulnerabilities (e.g. through automated hacking), or the vulnerabilities of AI sys-

tems (e.g. through adversarial examples and data poisoning)9. Possible changes to the 

nature and severity of attacks resulting from increasing use of AI will necessitate more 

vigorous counteroperations [17]. However, this may bring an “escalation” in intensity of 

attacks and responses, which, in turn, may threaten key infrastructures of our societies. 

The solution may be to strengthen deterring strategies [19] and discourage opponents 

before they attack, rather than mitigating the consequences of successful attacks after-

ward. Yet, necessary (though not sufficient) condition of successfully deterring and pun-

ishing attackers is the ability to attribute the source of an attack, a notoriously difficult 

problem10[20]. However, the report also identifies a wide range of potential interventions 

to reduce risks posed by malicious use of AI based systems in digital environment, like: 

a) developing improved technical measures for formally verifying the robustness end 

detect most serious vulnerability of the system of the system (e.g through an extensive 

use of red teaming to discover and fix vulnerability) [21] b) formal verification [22], c) 

responsible disclosure of development that could be misused (e.g. through extensive use 
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of different openness models like pre-publication risk assessment in technical areas of 

special concern, central access licensing models and regimes that favour safety and se-

curity) [23] c) responsible disclosure of AI vulnerabilities; d) envisioning tools to test 

and improve the security of AI components and use of secure hardware [16]; e) promot-

ing a culture of responsibility through education and ethical statements and standards 

[17]; f) monitoring of AI-relevant resources [16]. The report also points out a number of 

research areas where further analysis could develop and refine potential interventions to 

reduce risks posed by AI malicious use like include privacy protection, coordinated use 

of AI for public-good security, monitoring of AI-relevant resources, and other legislative 

and regulatory responses.  

4.2. Lack of Control 

Further development of AI based defence technologies will increase the complexity of 

tasks they can perform autonomously, while reducing human ability to understand, pre-

dict or control how they operate.  

For this reason, the activity of these autonomous systems, to which increasing diffi-

cult tasks are delegated, should remain, at least partly, subject to human supervision, 

either “in the loop” for monitoring purposes or “post-loop” for redressing errors or harms 

that arise. Progressively less effective control on AI based system used for cyber-defence 

will increase the risk of unforeseen consequences and errors. This safety challenge has 

brought a group of security researchers from MIT’s Computer Science and AI Labora-

tory (CSAIL) and a machine-learning start-up known as PatternEx to focus not only on 

machine automation but also on a better human-computer interaction. In 2016 they de-

signed a neural network based cyber security system, with a human-facing interface that 

only bothered its human teacher at the right time, called “AI Squared” [25]. It is not a 

fully automated system, but rather, relies on human control while still being efficient at 

predicting, detecting and stopping 85% of cyber-attacks with high accuracy, by review-

ing data from more than 3.6 billion lines of log files each day. The system first scans the 

content with unsupervised recurrent neural network techniques and parses data generated 

by users for potentially odd activity. This process is called “unsupervised learning.” Once 

the neural network has identified the anomalies, it presents its findings to human ana-

lysts. The human analyst then identifies which events are actual cyber-attacks and which 

are not. This feedback is then incorporated into the machine learning system of “AI 

Squared” and is used the next day for analyzing new logs. This system does not over-

whelm the human analysts, and instead, carefully limits the information. The analysts 

can also give feedback anywhere at any time, either on their smartphones or computers, 

so that the system can always be learning. In few words, human analysts in AI Squared 

have the final say back and can control errors and unexpected behavior of the AI system. 

It is a great example of how even the most advanced AI still needs humans to truly 

learn—and as a result, still needs designers to craft the language that the human/machine 

team uses to talk to each other. 

Conclusions 

This paper has offered a concise analysis on how AI techniques could overcome various 

vulnerabilities of conventional cyber protection systems (Section 2). Some experimented 

applications of these techniques to cyber defense are also proposed in Section 3. 
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Increased use of AI for cyber defense, however, introduces new security risks that may 

hamper AI’s potential for cybersecurity and are a matter of concern for both security and 

legal experts. Section 4 dwelt on these criticalities that arise from the developments of 

AI based cybersecurity technologies, in order to shed light on the wide range of potential 

interventions that can be carried out (Section 4.1) – or that are already developed (Section 

4.2) – by AI researchers and practitioners so as to tackle these risks. Yet, these techno-

logical solutions to be effective must be supported by a clear legislative and regulatory 

framework, able to reduce threats triggered by these new technologies and increase sta-

bility without hindering research and development in the field [26]. To prevent security 

risks, regulators and policy makers should learn from other domains with longer experi-

ence [27] and put in place rules ensuring safety of products in the commercialisation 

phase (e.g. through testing, certification and insurance mechanisms), coupled with well-

designed financial incentives and liability safeguards to mitigate intentional or uninten-

tional harmful outcome of AI applications. In the cyber security domain, policy and reg-

ulations may also mitigate the dangers of lack of control on AI systems by ensuring pro-

portionality of responses, the legitimacy of targets, and a higher degree of responsible 

behavior. 

Contrary to popular belief, the AI industry development does not take place in a reg-

ulatory vacuum and a de facto AI legal framework already exists [28]. General Product 

Safety Directive 2001/95/EC (GPSD)11 and the Product Liability Directive 

85/374/EEC12 apply, for example also to innovative businesses working with AI. How-

ever, the most salient characteristics of AI technology, like their unpredictable behaviour 

or the complexity of the ecosystem behind machine learning [18], trigger new legal is-

sues that make the current EU regulatory framework particularly unsuited to address 

risks brought about by the use of intelligent and autonomous systems13. Admittedly, 

these new legal challenges of AI systems vary in accordance with the field under exam-

ination: international law, criminal law [29], civil law, both contract and tort law, admin-

istrative law and so forth. Focusing on civil law, AI security systems may rise legal issues 

that include, but are not limited, to liability and data governance. With regard of liability, 

scholars have stressed time and again the complexity of distributed responsibility [30], 

drawbacks of strict liability policy [18] – that may hinder technological research – and 

the need of new methods of accountability and insurance policy. A concise analysis of 

legal issues goes beyond the scope of this paper, whose primary aim was to draw atten-

tion to the security risks triggered by the use of AI in cyber defence, rather than specific 

policy proposals. In this respect, it is interesting the recent call for application concerning 

the Expert Group on Liability and New Technology recently published by the EU com-

mission14. Still, it is crucial to start shaping policy and regulations for the use of AI in 

cyber environment while this technology is nascent. To do so, close collaboration be-

tween legislators and technical researchers and mechanisms of legal flexibility [26] are 

vital to shape regulation able to prevent and mitigate potential AI risks avoiding the im-

plementation of measures that may hamper research progress. 
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