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1. INTRODUCTION 

Experimental research has a long tradition in naval architecture and marine engineering, as the 

early establishment of the International Towing Tank Conference (ITTC) gives evidence. Due 

to its focus on hydrodynamics, structure-related experimentation has received little or no atten-

tion within ITTC. Until the present ISSC, experimental investigations have been considered by 

different committees depending on their specific mandate. Thus, for the first time in the history 

of ISSC activity, a committee has been established to perform a systematic review of experi-

mental methods focusing on their use in the structural design and operation of ships and off-

shore structures. 

The need to delimit the vast field of experimental methods was clear from the beginning of the 

committee’s work. The following criteria have been initially set to select the topics: (i) specific 

consideration of experimental methods concerning structural testing, or aimed to improve the 

reliability of structural design in a broader sense; (ii) priority to experimental topics related to 

Technical Committees; (iii) available expertise among the committee members.   

The report can be divided into two parts; the first is dedicated to a general review of methods 

and techniques, further sorted based on the distinction between laboratory experimentation 

(Section 3) and full-scale tests (Section 4); the second is focused on some cross-cutting themes, 

as detailed in the following. The fundamental issue of the correlation and synergic use of model-

scale, full-scale and numerical data is considered in Section 5, also accounting for approaches 

in structural scaling. Best practice and guidelines, involving uncertainty analysis, optimal test 

design and quality standards, are reviewed in Sections 6. Finally, Section 7 is dedicated to the 

review of contemporary and emerging techniques, with a special attention to the Big Data prob-

lem and its implications in ocean engineering. 

2. ACRONYMS & ABBREVIATIONS 

Some general acronyms and abbreviations frequently used in the report: 

ABS American Bureau of Shipping

AE Acoustic Emission 

API American Petroleum Institute

ASME American Society of Mechanical Engineers

ASTM American Society for Testing Materials

BV Bureau Veritas 

BS The British Standard Institution

CCS China Classification Society

Class NK Nippon Kaiji Kyokai (Japanese Classification Society)

CFD Computer Fluid Dynamics

DIC Digital Image Correlation

DNV Det Norske Veritas 

DNV-GL Det Norske Veritas - Germanischer Lloyd

FBG Fiber Bragg Grating 

FDS Fatigue Damage Sensor

FE(A) Finite Element (Analysis)

FSI Fluid Structure Interaction

IEC International Electrochimical Commission

IEEE Institute of Electrical and Electronics Engineers

IMO International Maritime Organization

IMU Inertial Motion Unit 

ISA International Society of Automation

ISO International Organization for Standardization

ITTC International Towing Tank Conference
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LR Lloyd’s Register 

MEMS Micro-Electro Mechanical Systems

RBI Risk Based Inspection 

RMS Root Mean Square 

SHM Structural Health Monitoring

UKAS United Kingdom Accreditation Services

WES The Japan Welding Society

WSN Wireless Sensor Network

 

3. LABORATORY EXPERIMENTATION 

With respect to laboratory tests, one can make a rough distinction between tests to determine 

fundamental mechanical properties and the dynamic structural response in dry or wet condi-

tions. Fundamental mechanical properties include; strength/stiffness (ultimate strength, fracture 

and blast for example), resistance to deterioration mechanisms (fatigue, corrosion, and wear) 

and other properties such as friction and damping. Structural dynamic responses in dry condi-

tions refer to vibration / noise, grounding and collision. Examples of dynamic response to wet 

conditions, involve fluid-structure interaction (underwater explosion, slamming, etc.).  

Experimental methods used to determine mechanical properties are linked with laboratory scale 

tests of materials and small components (Section 3.1). Information concerning the material or 

components can generally be acquired at relatively low cost and short lead time. Either for novel 

solutions or for verification of analysis methods, laboratory-scale tests can provide useful in-

formation. Large scale experiments (Section 3.2) utilize full-scale structures to determine proof 

loading and handling qualities. In this case, complete structures, sometimes scaled, or full-scale 

sections are exposed to experimental validation. Some response tests require the load develop-

ment and loading process to be accounted for. The setup complexity of these response tests 

involves reproducing the interaction (e.g., solid/solid as in collision and grounding) or the ex-

citation (underwater explosion) (Section 3.3), as well as consistent scaling (hydroelastically 

scaled tests in water and ice) (Section 3.4). 

3.1 Scaled and small size 

3.1.1 Ultimate strength 

For steel in particular and metals in general, ultimate strength at the coupon scale level is related 

to fracture. This section is concerned about fracture when no pre-existing notch or fatigue crack 

is assumed. Within this group, the stress intensities and levels of stress triaxiality are relatively 

modest, and the material typically fails in a ductile way. This group is best characterized by 

strains. Collision and grounding are some key examples. Historically, tensile tests have been 

used for deriving the strain limits; forming large databases of test data as the one provided by 

Paik et al. (2017) for metallic materials at different temperatures and strain rates. 

As multi-axiality has a large influence on the strain criteria, including multi-axiality in the test 

set-up is a challenge. For this purpose, tests devised in the metal forming industry can be used. 

Banabic (2000) provides a good summary of experiments developed for the sheet metal indus-

try; focusing on methods that involve deforming the material out of plane until it fails by mem-

brane stretching. Hoogeland and Vredeveldt (2017) recently performed similar tests in dynamic 

conditions on full-thickness steel plates similar to those used in the maritime and offshore in-

dustries. Mohr and Marcadet (2015) provide a small series of tests intended for sheet metal 

application that may be scalable to plates. These experiments feature specimens that have dif-

ferent cutouts and are pulled in either tension or combined tension/shear. Although the tech-

niques of Banabic (2000) and Mohr and Marcadet (2015) have indicated that multiple speci-

mens are needed to obtain full multi-axiality, Voormeeren et al. (2014) provides theoretical 

evidence that only one specimen may be necessary under certain conditions. Haag et al. (2017) 
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give an example of a structural surrogate test with a drop experiment that simulates raking a 

pinnacle or iceberg.  

3.1.2 Fatigue 

Understanding of the fatigue phenomenon has been advanced through data accumulation during 

cyclic testing. S-N curves are used for the fatigue life evaluation by the Minor damage accu-

mulation approach and are fundamentally obtained by cyclic testing until material failure. Re-

garding welded-structure such as ship and offshore structures, two sets of limit S-N curves are 

used. In the first set, joints are classified and grouped according to their geometry. The second 

set consists of S-N curves for straight material, either base, welded and/or exposed to corrosive 

environments, and the actual fatigue driving stresses are derived from stress concentration fac-

tors. The undisturbed, far field stress is the basis of the stress cycles (“S”). The S-N curves for 

fatigue design are provided, for instance, by Class society guidelines such as DNV-GL guide-

line (2015). Fatigue testing in sea water is mainly carried out in a corrosive atmosphere to cap-

ture the environmental effects. “Dry” fatigue testing can be done at frequencies up to 70 Hz and 

“wet” fatigue testing shall be limited to about 1 Hz to allow corrosion products to develop inside 

the crack. Fatigue tests are also particularly important to evaluate the effect of material coatings 

on fatigue performance.  

Test specimen / Thickness effect 

The welded joint specimen is of special interest for the fatigue performance of ship and offshore 

structures. There is no clear standard defining the size of the fatigue test specimen of welded 

joints. Usually, specimens representing hull structural details are of the same thickness and 

welded condition. Base material testing has led to a clear understanding of the thickness effect: 

increase in plate thickness causes a decrease in fatigue strength. For this reason, a correction 

coefficient is proposed by Class guidelines, e.g., DNV-GL guideline (2015) and ABS guideline 

for offshore structures (2014). Yamamoto et al. (2012) investigated the dominating factors of the 

thickness effect considering different structural joint types or different loading patterns by 

fundamental experiment and FEA. It is confirmed that the thickness effect on fatigue strength is 

dominated by the stress concentration and the stress gradient at the weld toe that changes 

according to the shape of the joint. Moreover, the effect is clearly apparent for a variation of 

primary plate thickness when the thickness of the attached plate is proportionally increased, while 

the thickness variation effect is less obvious when the thickness of the attached plate is kept 

constant.  

 

Load history / Variable loading 

The fatigue life of ship and offshore structures is generally estimated by using S-N curves with 

constant amplitude loading. The fatigue crack propagation behavior, however, is especially in-

fluenced by variable loading related to the acceleration and delay phenomenon of a fatigue 

crack (a result of to over- and underload). This means that the experiment shall apply a variable 

load and record the crack growth simultaneously. The crack growth can be measured in several 

ways. Maljaars et al. (2015) describe the use of special crack gauges consisting of many equally 

spaced wires. The advancement of the crack is determined by the number of broken wires.  

Potential drop (either Alternating Current or Direct Current) allows the operator to measure the 

position of the crack front.  

Fatigue test machine 

Fatigue testing is usually carried out under tensile or bending loading conditions to get S-N 

curves. Many fatigue tests are suited for welded joints in ship and offshore structures. Alterna-

tively, S-N curve development of exotic-materials may be acquired by the rotating bending 

fatigue test. As ISSC2015 III.2 (2015) indicates, many fatigue tests under multiaxial loading 

have been recently carried out. Moreover, Osawa et al. (2013) developed a low-cost fatigue test 

machine which allows for imposing variable loads according to given time-histories. Fatigue 

strength of out-of-plane gusset welded joints subject to springing and whipping superimposed 
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loads is examined by using Plate-Bending-Vibration type fatigue testing machines. The wave 

load is applied by using motors with eccentric mass. Springing vibration is superimposed by 

attaching an additional vibrator to the test specimen, and whipping vibration is superimposed 

by an intermittent hammering.  

Measurement techniques for fatigue damage 

There are some measurement techniques used to experimentally estimate the fatigue life. 

Acoustic emission (AE) is a method to record the fatigue crack growth characteristics of structural 

steel and welded connections. AE is the phenomena in which transient elastic waves are generated 

by the rapid release of energy from localized sources within a material as it undergoes 

deformation. Barsoum et al. (2009) showed AE graphs of cumulative absolute energy versus 

fatigue cycles capable of capturing the fatigue process. These characteristic curves track the 

fatigue crack growth with respect to time and can be used to see the severity of the AE activity 

associated with the crack growth process. Aggelis et al. (2011) investigated the AE behaviour of 

aluminium with V-notch and showed that certain characteristics undergo clearly measurable 

changes much earlier than final fatigue fracture. Additionally, this work demonstrated that the 

crack growth rate can be effectively monitored by using lock-in thermography under cyclic 

loading. The results obtained using this method were in agreement with the conventional 

compliance method. Kobayashi et al. (2016) developed the fatigue damage sensor with a notched 

test piece. Characteristics of Fatigue Damage Sensors (FDS) that are in use for fatigue life 

estimation of monitoring structural welding members in ship structures are discussed to improve 

the prediction accuracy of estimated fatigue life exposed to random wave loads such as storms 

under various loading conditions. Akai et al. (2015) developed dissipated energy measurement to 

estimate the crack initiation point. Fatigue limit estimation based on dissipated energy has been 

getting considerable attention. In this method, temperature change due to irreversible energy 

dissipation is measured by infrared thermography for various levels of stress amplitude. The 

dissipated energy measurement was also used to estimate the crack initiation point.  

  

3.1.3 Cracking and fracture 

In Section 3.1.1, the fracture of specimens without pre-existing notch or fatigue crack was dis-

cussed. This section is concerned with conditions in which a notch or fatigue crack is present 

at the onset of material failure. In this group, the notch or fatigue pre-crack increases the stress 

intensity and localized levels of stress triaxiality. This makes the failure mode much more lo-

calized. While the high local stress triaxialities can facilitate brittle fracture due to cleavage, 

this type of testing is also frequently done to determine ductile failure. It is assumed here that a 

fatigue crack or small welding/production defects can exist prior to the onset of fracture. Several 

basic material characteristics may be measured in this case, which are outlined below: 

• Crack initiation: extension of a pre-existing notch or fatigue crack, 

• Ductile tearing: continued stable extension of a crack once it has already initiated from 

a pre-existing notch of fatigue crack, 

• Ductile crack arrestability: ability of a material to arrest a crack once it has started to 

propagate in an unstable, ductile failure mode, 

• Brittle crack arrestability: ability of a material to arrest a crack once it has started to 

propagate in an unstable brittle failure mode, and 

• Measuring the temperature at which the ductile to brittle transition temperature occurs.  

The last parameter has many different forms, one common form is the temperature at which a 

J-integral test produces a critical stress intensity factor (KJc) equal to 100 MPa√m when adjusted 

to an equivalent 25 mm thickness under quasi-static conditions. 

Most testing methods fall into one or more of the above categories. The tests used to measure 

the main material characteristics fall into two major categories. The first category is quality 

control; summarized in Table 1. Quality control tests are generally designed to be extremely 
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low cost so that they can be performed routinely. Their main result is intended to give a quali-

tative idea of the safety of the material. The second category of tests are primarily designed to 

measure material characteristics used for quantitative analyses such as; structural design (con-

tainer ship hatch coaming) or material development (high ductility high yield strength steels).  

Charpy V notch testing is a quality control test that is intended to check whether or not the 

material fails in a brittle way at a given temperature. This test captures information about crack 

initiation, ductile tearing, and crack arrest. Because all the information is mixed together into a 

single measured value (the total impact energy), it can be difficult to extract the data on any one 

of the parameters specifically. However, many other uses have been found for Charpy tests, 

including the use of empirical correlations to estimate the fracture toughness in ductile, brittle, 

and transition conditions, depending on the failure mode the test featured. The Charpy V test 

has also been used to estimate the ductile to brittle transition temperature. These empirical re-

lationships are outlined in BS 7910:2013+A1 (2015). 

Instrumented Charpy V testing can be seen as a separate test from the standard “dumb” Charpy 

V testing. Instrumented Charpy V testing records the force time history of the impact. Together 

with the parameters of the test setup, the force time history can be translated to a force versus 

displacement signal. This method is standardized in ISO 14556:2015 (2015). Good results have 

been found correlating aspects of force versus displacement curves from instrumented Charpy 

V tests to various aspects of fracture initiation, tearing, propagation, and arrest. For example, 

Wallin et al. (2016) (amongst others) has shown that there is good correlation between the stress 

intensity of brittle crack arrest and T4kN, which can be measured from an instrumented Charpy 

V test.  

Unlike Charpy-V testing (with or without instrumentation), most tests are designed to test one 

specific material parameter. There is a class of tests that are designed to measure the crack 

initiation of a material. These experiments are more sophisticated (and expensive) than Charpy 

V testing; however, they also produce values that can be used in design. Linear-elastic fracture 

toughness can be measured by the KIc of the material. This is standardized in ASTM E399, 

among other standards. However, most metallic materials are tough enough that satisfactory 

conditions for KIc testing is generally not possible. For those materials, elastic-plastic fracture 

parameters such as CTOD (Crack Tip Opening Displacement) or J-integral testing is recom-

mended. Some standards that describe the measurement of CTOD or J-integral is, amongst 

others, ISO 12135 (2016). In most standards, the typical way of measuring CTOD or J-integral 

has been through either Single Edge Notched Bending (SENB) or Compact Tension (CT) tests. 

It has been shown that Single Edge Notched Tension (SENT) tests have a state of stress at the 

crack tip that is more representative of structures in which the primary stress is tension, espe-

cially in girth welds of pipes. SENT tests can be less conservative than the typically bending-

dominated SENB and CT tests. Therefore, there has been a lot of effort to standardize a SENT 

test (Crintea and Moore, 2016; Moore and Hutchison, 2016; Hutchison et al., 2015; Sarzosa et 

al., 2015;  Xue et al., 2009), which has come to fruition in BS 8571:2014.  

Some other developments in crack initiation testing, include; the reduction of cost of testing, 

transferring results between specimen geometries, and non-destructive fracture testing. For ex-

ample, Walters and Van der Weijde (2013) proposed a method to reduce the cost of standard 

CTOD testing for steels that are at brittle or lower transitional temperatures. Coppejans and 

Walters (2017) have proposed a method of using damage mechanics to transfer results from a 

single ductile CTOD test to other specimen sizes. Finally, it is currently being investigated 

whether or not very small specimens (0.5 mm thick by 8 mm in diameter, which can presumably 

be sampled non-destructively from large structures) can be used to estimate brittle CTOD val-

ues (Walters et al., 2017). 

For ductile materials, the resistance to tearing increases after failure initiation. Therefore, taking 

only the “critical” fracture toughness of a ductile material is considered to be conservative. For 
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less conservative analyses, the benefit of the increased resistance to tearing is taken into ac-

count. The measurement of resistance curves (ASTM E1820 and BS 7448) requires the 

knowledge of the crack length at any given point in the force versus deflection curve, by mul-

tiple or single specimens. The study by Pussegoda et al. (2013) compared a multi specimen 

SENT (Single Edge Notched Tension) technique for finding resistance curves with a single-

specimen technique. 

In some situations, a ductile crack can arise and propagate for long distances. For instance, in 

the case of on-shore an off-shore pipelines, there is a lot of energy stored in the compressed gas 

and the propagating crack can advance faster than the gas decompression wave. In those situa-

tions, it is important to measure the ductile crack arrestability of the material. This is typically 

done with the Drop Weight Tear Test (DWTT) (ASTM E436). Hara and Fujishiro (2010) have 

correlated the Drop Weight Tear Test and Charpy V with full scale burst test. 

Brittle crack arrest is another concern. Several tests are known to address the brittle crack arrest 

properties of steel. They share that a crack shall be initiated in colder and/or embrittled material 

which needs to halt at a certain point in the material and conditions of interest.  

Table 1 Overview of fracture tests 

Name of test Typical specimen size Remarks/ reference 

Charpy V 10x10x55 mm ISO 148, ASTM E23 (amongst 

others) 

Instrumented Charpy V 10x10x55 mm ISO 14556:2015 

CTOD, J-integral Full-thickness, proportional ASTM E1820, BS 7448, ISO 

12135 

Drop weight tear test 250x77 mm by full thickness ASTM E436 

Pellini (Nil Ductility Transition 

Temperature) 

Three sizes, not exceeding 

100x100 mm 

Puzak and Babecki, (1959), 

ASTM E208 (2012) 

Double tension test Not clear from reference, could 

be up to 1000 mm wide 

WES 2815:2014 

ESSO test Large specimens, 1000 m wide 

and total 7 m long 

WES 2815:2014 

Transition temperature Variable ASTM E1921 

 

Arrestability is an especially important parameter for the high yield, large thickness steel in 

hatch coamings of container ships. ESSO and Double-tension tests (WES 2815) are expensive 

tests that can be used to find crack arrest parameters for design analysis. The Compact Crack 

Arrest (CCA) (ASTM E1221) is another standardized test that also aims at finding crack ar-

restability analysis parameters. Otani et al. (2011), Sugimoto et al. (2012) described the use of 

ESSO tests to indicate crack arrest properties. Kubo et al. (2012) compared large scale crack 

arrest tests with full scale components of a container ship and found good agreement. Extensive 

efforts have been done to relate crack initiation with crack arrest. Ishikawa et al. (2012) inves-

tigated the applicability of small scale crack arrest tests with the large ESSO (wide plate) tests. 

Because of the very high cost of quantitative brittle crack arrestability testing, there is a special 

interest in establishing a quality control test that can be used to assure brittle crack arrestability 

without resorting to routine expensive testing. For this role, the Pellini test, standardized in 

ASTM E208 (2012), is proposed. However, the Pellini test does not have the same ductile to 

brittle transition temperature as larger-scale crack arrest testing so the test temperature would 

need to be adjusted from the service temperature. Hauge et al. (2015) have suggested the use 
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of Pellini testing with an offset temperature for verification of brittle crack arrestability of struc-

tures in the Arctic.  

A final consideration is the Ductile to Brittle Transition Temperature (DBTT). This temperature 

is the temperature at which the failure mode changes from ductile to brittle, and it is worth 

noting that it is defined in several ways depending on the testing technique. For example, one 

parameter is the T27J, which is the temperature at which the Charpy V impact energy is equal to 

27 J, and similar definition applies also to T40J. Another parameter, the Fracture Appearance 

Transition Temperature (FATT), is determined as the temperature at which 50% of the Charpy 

fracture surface failed in a cleavage mode, with the other half presumably failed in a ductile 

mode. A parameter that makes use of more rigorous fracture mechanics principles is the T0 

value; which is the temperature at which the fracture toughness KJc is equal to 100 MPa√m for 

a specimen thickness of 25 mm in quasi-static testing (ASTM E1921).  

A common way of reducing conservatism is accounting for the effect of crack tip constraint. 

This concept is based on the observation that the state of stress in a typical laboratory fracture 

specimen is different than found in the actual ship structure. Perhaps the most straightforward 

way to account for this would be to choose a fracture specimen that has a similar level of con-

straint as the structure; which has motivated the aforementioned interest in developing the 

SENT specimen. Alternative methods for reducing conservatism are based on post-processing 

test data; however, additional information is often required, such as the Weibull shape param-

eter m required by ISO 27306 for unwelded structures. The advice of ISO 27306 is to find this 

parameter by the procedure of Gao et al. (1998); requiring ten repetitions of two different frac-

ture toughness specimen types, for a total of 20 tests. Other, less expensive ways of experimen-

tally determining m have been proposed in the literature, e.g., Andrieu et al. (2012), Cao et al. 

(2011), and Qian et al. (2015), the latter based on the T0 value. Coppejans and Walters (2018) 

are currently comparing between the most recent test methods and the widely recognized ap-

proach of Gao et al. (1998). To avoid limitations of ISO 27306, recent research has dealt with 

extending its achievements to welded structures (Minami et al., 2013); however, that work is 

still under development. Likewise, BS 7910 Annex N offers methods of adjusting for con-

straints depending on whether ductile or brittle failure is considered. Not all the methods pre-

sented in BS 7910 Annex N require further testing; however, many do. Best results would likely 

be achieved with some combination of using multiple specimen geometries and multiple crack 

depths, though this would clearly be the most expensive.  

 

Figure 1: Raking damage tests: Mild Steel specimen is subjected to a lateral impact load. 

Deformation is recorded with DIC (Haag et al., 2017). 
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3.1.4 Corrosion 

Corrosion comes in many forms. It is the intention of this section to discuss the testing methods 

and measurement techniques that exist to capture the phenomenon. Corrosion tests are per-

formed in laboratory conditions and exposure sites; either offshore or in sea wind and sun bat-

tered locations. Experimentation can be concerned with uniform corrosion. Corrosion rate 

(based on mass loss) as well as microscopic evaluation was performed; both typical methods 

for exposure test evaluations. For uniform corrosion tests and analyses, several methods are 

generally accepted: 

• Open circuit potential (OCP) 

• Linearized Polarization Resistance (LPR) 

• Electrochemical Impedance Spectroscopy (EIS) 

The first system defines the potential of a material with respect to a given reference electrode; 

most often Silver-Silverchloride (Ag-AgCl). A material with a higher potential value is com-

monly called more noble and may be less prone to corrosive degradation. The second method 

measures the resistance of a specimen when exposed to a variation of potentials around the 

OCP. Lower resistance normally indicates higher corrosion rates. Corrosion layers may also 

exhibit capacitive, protective capabilities. The protective capabilities can be found by EIS. The 

resistance of a specimen is measured along a long range of frequencies. The measured response 

can be modelled by a system of resistance and capacitive elements; the associated values pro-

vide information on uniform corrosion rate. It is important to note that these methods are based 

on the assumption of uniform corrosion. When local corrosion takes place, local electrochemi-

cal circuits (cathode-anode combinations) develop and may not be picked up by the measure-

ment system.  

Corrosion is a deterioration mechanism that requires long exposure periods; especially for gen-

eral or uniform corrosion. Accelerating corrosion is limitedly possible. Raising the temperature 

is the best-known option to accelerate corrosion. The other challenge is consistency; feasible 

by controlling the test conditions. Localized corrosion poses specific challenges to experimental 

validation. For instance, the effect of microbial induced corrosion (MIC) is a trending topic. 

The variety of bacteria is large and the combination of the various species also influences the 

behavior of a single species. For example, Sulphur reducing bacteria in combination with Sul-

phur producing bacteria, will develop a lively, corrosive culture. Several works have addressed 

MIC in general; however, addressing the specific combination of electrochemical and MIC 

corrosion is less frequent. Zhang et al. (2016) describe a methodology used to combine clean 

working conditions with electrochemical measurements, described the effect of MIC activities 

on the electrochemical measurements, and recorded surface morphology as well as the material 

structure. Hence, the material constitution could be related to the corrosion behavior; which is 

influenced by local electrochemical corrosion and MIC.  

3.1.5 Friction 

Friction is a marginally understood phenomenon when it comes to steel-steel interaction during 

collision. Several publications underline the importance of friction, while none give the proper 

way to model and experimentally measure friction. Haag et al. (2017) has addressed the issue 

of friction by performing tests to measure the friction coefficient and show the influence on 

mechanical behavior. The friction was tested in a dedicated set-up. Further, two series of drop 

tests were performed: with and without friction. The contribution of friction on energy dissipa-

tion was estimated. 

Dragt et al. (2015) have reported Full-scale bearing tests. A sliding bearing was tested for wear 

under operational conditions. The axle was pushed in the bearing (radial loading), whilst being 

rotated oscillatory between two defined points. This combination of loads makes it a complex 

test to perform. Measurement of small wear was performed with DIC. 
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3.2 Large scale experiment 

3.2.1 Ultimate strength 

Ultimate strength is a traditional topic of ISSC; which is related to the limit state of the ship and 

offshore structures. During the past few decades, the research was focused on plate, stiffened 

panels or box shaped specimens during the design stage without damages or deterioration. Due 

to the increased attention to life-cycle management in maritime industry, damaged and aged 

structures have been recently studied. Several experiments concerning the ultimate strength of 

plates or stiffened panels with cracks or pit corrosion were performed to investigate the collapse 

of the structural components and are considered in the following. 

Specimens 

Specimens are taking the form of plates, stiffened plates, box type specimens or part of ship 

structures. Normally they are large scale (¼ or more). Typically, the ultimate strength, post 

buckling strength or strength after initial deformation are considered. In the latter, the imposed 

deformation is the result of construction or aging processes, or other kinds of damage. In Shi et 

al. (2017) a series of stiffened plates with initial distortions and artificial cracks along the trans-

verse, longitudinal and inclined directions were subjected to in-plane compression until achiev-

ing their ultimate strength. A plate cut from an aged ship was tested to obtain the ultimate 

strength including corrosion damage (Zhang et al.,2017d). Other types of damaged plate struc-

tures include severely corroded stiffened plates (Gorbatov et al., 2017), thin steel plates with a 

central elongated circular opening (Saad-Eldeen et al., 2016a), stiffened panels with a large 

lightening opening (Saad-Eldeen et al., 2017) and steel plates with a large circular opening 

accounting for corrosion degradation and cracks (Saad-Eldeen et al., 2016b). 

Loading process 

Loading is generally applied progressively on the short edge of the tested plates. Axial com-

pression was applied using displacement control at the velocity of 0.5 mm/s by Chen et al. 

(1997) and recently by Shi et al. (2017) to capture the post-ultimate strength response. An al-

ternative way is to apply the compression load at a specified rate, as reported by Zhang et al. 

(2017d), with a load rate of 1 kN/s up to a compression load of 50 kN, and beyond this value 

with a decreased rate of 0.5 kN/s.  

Experiment set-up 

Large scale ultimate load testing requires dedicated experimental set-ups. The Tubular Testing 

System (TTS) was first introduced by Chen et al. (1997). The TTS has the capability of applying 

both axial (tensile and compressive) and lateral loads to the specimens and can be used for fatigue 

testing as well. The set-up consists of a universal testing frame and electro-hydraulic servo 

controlled actuators with end supports designed to provide “pinned” connections as shown in Fig. 

2 (see also Shi et al. (2017) for further comments about end supports). In the past decades, test 

set-ups have been continuously upgraded and the so-called Universal Testing Machine (UTM) 

can afford for testing in Arctic, cryogenic and elevated temperatures conditions; an example is 

the UTM recently installed at Korean Ship and Offshore Research Institute (KOSORI). 
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Figure 2: Test set-up (Shi et al.).

 

 

Boundary condition simulation 

The boundary condition for an experiment is an idealization of the reality with the requirement 

to also be effective. One can choose pinned and/or fixed, and normally the cross section at the 

boundary remains unchanged during the experiment. Chen et al. (1997) described the end sup-

ports of TTS which were designed to provide “pinned” connections (see also Shi et al. (2017) 

for further comments). The design of the end supports allows the lateral displacement of the 

structure after ultimate point to simulate the post-buckling characteristics as well as rotations at 

the end. Instead of using a clamped support design, Zhang et al. (2017d) designed jigs to 

achieve a simple support boundary condition. Three types of the plate lateral edge support were 

also present in TTS, namely, (i) continuously supported edges, (ii) discretely support edges, 

(iii) free edges without any restraints. Finite element analyses showed that models with dis-

cretely supported edges have similar failure modes as the ones with continuously supported 

edges. The free edge boundary condition will have an effect on the failure mode of plate buck-

ling. Models with discretely supported edges predicted multiple waves while the free edged 

model buckled in a single wave. These plate edge boundary conditions were also used in Shi et 

al. (2017) and the free edge in Zhang et al. (2017b) as the continuously supported edges.  

Ship structures are normally exposed to a combination of loads; which, is difficult to simulate 

in a testing environment. Tanaka et al. (2015) described how the ultimate strength test of a hull 

girder with an open cross section could be analyzed regarding the ultimate strength under bend-

ing, warping and shear. 

3.2.2 Large scale fatigue testing 

To evaluate the fatigue strength of ship and offshore structures, large-scale model tests need to 

be performed under complex load and boundary conditions; consequently, different solutions 

have been adopted. Fricke and Paetzold (2010) carried out two types of full-scale tests: the first 

evaluated three models of web frame corners typical of ro/ro ships under constant amplitude 

loading and the second type tested five models representing the intersection between longitudi-

nal and transverse web frames under constant and variable amplitude loading. All tests showed 

a relatively long crack propagation phase after crack initiation; calling for a reasonable failure 

criterion. The investigations provided good insight into the strength behaviour of complex 

welded structures and valuable information for validation of numerical codes.  

Full scale fatigue tests of an aluminium ship structural detail were carried out by Tveiten et al. 

(2007) to obtain a design S-N curve. The test specimen consisted of a longitudinal stiffener and 

a transverse web plate. The fatigue test rig was designed to simulate the effect of lateral load 

transfer from a longitudinal stiffener into a transverse web. A total number of nine models were 
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tested at a constant load amplitude at a frequency of 2.5 Hz. Comparisons with the finite element 

method and recommendations on the procedure for fatigue assessment of aluminium ships (in-

cluding S-N curve to be used) are provided.  

Jang et al. (2010) investigated the fatigue crack propagation at the connection between a flat 

stiffener on a transverse web frame and the flange of a longitudinal stiffener on a bottom plate 

or inner bottom plate. Two typical types of web stiffeners were adopted; a straight end type and 

a softening end type. A test jig was designed to transfer the load from the actuator to the spec-

imen along the line load at the centre of the specimen. Three different load levels and two types 

of specimens with load frequency of 5 Hz were tested. Two rolling supports were used to realize 

simple support boundary conditions. This paper proposes a set of formulas that are the most 

suitable for predicting a crack which starts from a welded joint of a top stiffener upon a longi-

tudinal one and then grows into the bottom/side shell plate.  

Yue et al. (2012) attempted to predict the fatigue life of a multi-planer tubular KK joint based 

on scaled model test and FEA. The specimen is welded by five hollow circular steel pipes. 

Although tubular KK joints among truss framed legs suffer a complex load combination, the 

axial load is usually predominant; it was also assumed dominant for the fatigue tests. A test rig 

was set up to fix the tubular joints subjected to axial loading and prescribed load application 

via the actuator. The FEA on both the real structure and the scaled model were performed to 

obtain their hot spot stress distributions. From the comparison and analysis of their hot spot 

stresses, the fatigue life of the real structure was provided based on the scaled model test result 

by use of the hot spot stress approach. 

3.3 Impact & impulsive loading and response assessment 

3.3.1 Ship Collisions and Grounding 

Collisions and grounding are a major risk for maritime transport. Therefore, collision and 

grounding experiments have been carried out in full and model scales in order to investigate the 

collision mechanics of accidental events. In these experiments several effects can be included; 

however, simplifications are often required to narrow down the number of effects. Early exper-

imental research dates back to the development of nuclear vessels (e.g., Minorsky, 1959) and 

has been reviewed by Woisin (1979) with respect to internal mechanics with dry external me-

chanics. The heavily coupled internal and external mechanics are typically investigated sepa-

rately to focus on some of the non-linear effects. Only a few actual collision or grounding event 

experiments were carried out in full scale (Vredeveldt and Wevers, 1992; Wevers and 

Vredeveldt, 1999; Lehmann and Peschmann, 2002; Wolf, 2003). Full scale experiments are 

expensive, difficult to perform and have provided limited validation data to give full under-

standing of the physics and uncertainties involved. As the data storage and the instrumentation 

capabilities increase, experiments based on extensive measurement techniques like Digital Im-

age Correlation (DIC) are likely to improve our understanding of the coupled non-linear phe-

nomena at full-scale. The following is a review of the different steps of the collision and ground-

ing problem when experimental methods are utilised. Scaling issues are discussed in the fol-

lowing as well as in Section 5.1. 

Collision and Grounding Event 

Even if ship data in terms of production drawings, material certificates and surveying are well 

known, the collision or grounding event is often far less well-known. Sormunen et al. (2016a) 

investigated the influence of sea bottom shape idealisation with blunt cones in relation to the 

bathymetric big data (cloud of discrete points) measured from the Baltic Sea around the Finnish 

coast. It was shown that there are compensating effects when grounding damage is estimated 

with simplified models; for example, some errors can be made in the creation of “equivalent 

cones” for simulations or testing while the structural damage forms compensating effects. Fur-

ther developments to form analytical models for simplified rock shapes are provided in 

Sormunen et al. (2016b) and Sormunen (2017). The analytical models can be used to simulate 
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true damages based on measured sea bottom shapes. Similarly, Roubos et al. (2017) investi-

gated the berthing velocities at the port of Rotterdam with a portable laser system. Several 

measurements of relatively large seagoing container vessels were recorded and used as input 

for collision analysis; however, this kind of data generally allows for setting up more realistic 

grounding simulations as well. Numerical simulations involving internal and external mechan-

ics are an increasingly accepted tool for design analysis (Moan et al., 2017) of collision and 

grounding events. However, due to the strong non-linearities of the coupled problem, numerous 

challenges remain.  

Experimental validation of analytical methods is of utmost importance due to their extensive 

use at the design stage. Zhang et al. (2017c) analysed 60 experimental results using analytical 

tools. A similar benchmark investigation was performed by Ehlers et al. (2008, 2012b) on full-

scale experiments from the Netherlands. These benchmarks clearly demonstrated the gaps in 

modelling within the sub-problems of the coupled events. On the other hand, the experimental 

investigations at model scale by Tabri et al. (2008) focused on the coupled physics of ship 

motions, structural damage and sloshing in partial filled tanks. The scale ratio used by Tabri et 

al. (2008) was 35 and concluded that even though the similitude cannot be satisfied at the same 

time for all the influencing factors, the agreement between full- and model-scale experiments 

can be very good when proper values can be set. The study was later extended to include slosh-

ing effects (Tabri et al., 2009) and non-symmetric ship collisions in Tabri et al. (2010). Based 

on the above mentioned research, the full-scale results could be explained as well when all these 

phenomena were considered. Furthermore, the Froude-number based scaling is only partially 

effective as the different physical phenomena that affect the energy distribution in collision 

events do not scale in accordance with the same rules. In these experiments the structural re-

sponse was simulated by homogenous foam to create the “equivalent” structural deformation 

in model and full-scale. This restriction was removed in the works of Calle et al. (2017b) who 

investigated the energy absorption of T cross-section beams and true ship structural topology 

in forced path on rigid wall as well as grounding and collision between two oil-tankers at 1:100 

scale (scaled laser-welded metal structure). This work highlighted that as structures experience 

major non-linear deformations, the structural failure is difficult to predict. The difficulty is due 

to inapplicability of the usual material scaling as a result of necking formation and material 

characteristic microstructure (Calle and Alves, 2015). Thus, the scaling laws always neglect 

some aspects. The uncoupled approach remains a worthwhile simplification to gain insight into 

the physics of collision  problem in addition to performing full and scaled tests as shown in the 

work of Cho et al. (2017). The coupling and scale effects remain unclear. On this side, Qiu et 

al. (2017) investigated the structural response and energy absorption of the simplified ship side 

under the impact of rigid indenters with different shapes and model scales.  

Internal Mechanics 

The key question relating to internal mechanics is the marine structure failure process and scal-

ing of. Consequently, dynamic and quasi-static full-scale experiments are often employed to 

get new insights. Full and model-scale experiments of buffer bows are important for the vali-

dation of theoretical models as shown by Endo et al. (2002), Yamada and Endo (2005, 2007) 

and Yamada (2006). Quasi-static experiments were carried out to determine the interaction be-

tween the deformed colliding and collided ship structures (buffer-bow and double hull side 

structure) by Schöttelndreyer et al. (2011, 2013) and Tautz et al. (2013) who showed that the 

failure modes can be captured with theoretical models. Because of the complexity in modelling 

the complete scenario, further simplifications are frequently introduced in the experimental 

analysis by performing rigid indenter tests for the structural components. The panel experi-

ments, complemented by material tests, by Rodd, (1996) Alsos (2008), Alsos and Amdahl 

(2009), Paik and Thambayalli (2003), Ehlers et al. (2012a), Liu et al. (2015b) indicate that the 

key question in the experiments is the failure process; which includes folding, buckling and 

fracture within the complex 3-dimensional shapes and welds. If the structure is designed ac-
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cording to reliable design standards, it should not fail from the connections. The failure predic-

tion then narrows down to the modelling of the failure strain of the base material; which requires 

proper material testing (e.g., dog-bone specimen as prescribed by classification societies in their 

material certificates are often employed). The likeness of this test with respect to the failure 

mechanisms of 3D structures is limited because the strain path does not change as it does in 

real cases as shown by Benzerga and Leblond (2010) and Körgesaar et al. (2014). The problem 

becomes more complicated when temperature and strain-rate effects are included (Ehlers and 

Ostby, 2012; Park et al., 2015).  

Motivated by the full-scale experiments in The Netherlands, a sequence of structural strength 

tests on scaled structures have been carried out with Y and corrugated cores (Kitamura, 1997; 

Pedersen et al., 2006; Rubino et al., 2008a,b, 2009, 2010; St-Pierre et al., 2015; Cao et al. 2017) 

as well as concrete structures (Niklas and Kozak, 2016; Woo et al., 2015) reporting the exper-

imental damage mechanisms of these crashworthy structures. More traditional marine struc-

tures have been investigated by Quinton et al. (2017) who showed that quasi-static assumptions 

of pressure patch for ice-induced load lead to unrealistic results due to neglected trailing edge 

effect by rigid rolling contact tests on plastically deforming steel plates. Gong et al. (2015) 

experimentally investigated the steel plate response and associated failure modes for different 

impactor shapes ranging from spheres to bulbs and rectangular sections. Liu et al. (2015a) in-

vestigated the dynamic response of impacted stiffened plates using traditional experimental 

techniques. Offshore structures response was investigated by Wang et al. (2016c) who per-

formed experimental and numerical investigations on the T-joint of jack-up platform laterally 

punched by a knife edge indenter. A similar study was performed by Cerik et al. (2016).  

The effects of cold environments on the physics of structural failures behind collision and 

grounding events have been experimentally investigated by many authors. Kim et al. (2016a) 

evaluated the effect of cold temperatures on the structural resistance of Arctic steel grades in 

terms of plates and stiffened plates. It was shown that during the room temperature tests the 

material remains ductile, however, the failure mode changes from ductile to brittle as a function 

of cold temperature. The investigations were extended in Ince et al. (2017) who performed 

impact experiments between steel plated structures and conical indenters made from steel and 

KOSORI fresh water ice, showing the possibility to numerically model the dynamic ice-struc-

ture-interaction.  

Modern experimental techniques such as Digital Image Correlation (DIC) improves our under-

standing by measuring the strain fields on the specimen surface. One of the challenges in using 

DIC for collision and grounding tests is related to the adhesion of the speckle pattern used to 

identify the measurement facets when the fracture initiation and propagation is of concern. Gru-

ben et al. (2017) and Körgesaar et al. (2017) applied DIC for the investigation of the fracture 

of stiffened panels under quasi-static and dynamic loading. Their study and the works of Hoo-

geland and Vredeveldt (2017) showed strain field data without adhesion issues; clearly demon-

strating the potential of DIC in these highly challenging conditions. Another direction for future 

use of experimental investigations is provided by hybrid numerical-experimental methods (Get-

ter et al., 2015). 

Consequences 

Once collision or grounding has occurred, the consequence assessment becomes a coupled 

problem involving dynamic stability, progressive flooding and slowly varying loading on the 

ship (Bennet and Phillips, 2017). Jalonen et al. (2017) investigated the leakage and failure of 

non-watertight structures found in cruise ships in full scale. It was observed that the failure 

process is non-linear in terms of leakage as the structures start to collapse with large pressure 

heads increasing the gaps between frames and doors/classes. In Ruponen et al. (2013) the air 

compression effects inside a flooded tank of a damaged ship was studied through systematic 

full-scale tests with a decommissioned ship where the ventilation level of a flooded tank could 

be altered. Based on these ideas, Lee (2015b) predicted the capsize process of MV Sewol in 
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South Korea. Storheim et al. (2015) compared different state-of-the art failure criteria to predict 

the collision damage of the vessel Nils Holgersson collision.  

3.3.2 Underwater explosion 

Impact loading response of structures by underwater explosion has been investigated for many 

years. Experimentation has played an important role in understanding the underlying phenom-

ena since the material characterization, loading description and associated responses are re-

markably complex.  

Test for material characterization 

In order to understand the failure mechanisms under impact loading and perform numerical 

studies, a thorough understanding of the material properties is required. It is well known that 

the damage model under impact loading on metallic structures is related to the stress status. 

Some experiments were specifically carried out to test the dynamic mechanical behavior of 

materials for high-strength or high-temperature applications. Zhang and Suo (2017b) proposed 

a new experimental method for measuring the dynamic behavior of materials at high tempera-

tures. The experimental set-up includes a classical split Hopkinson pressure bar and a MoSi2 

heating source for achieving high temperatures. Experiments were successfully conducted on 

TC4 alloy with temperatures ranging from 20° to 1400° at the strain rate of 2000 s-1, and on 

SiC at temperatures in the range 20°-1600° at the strain-rate of 250 s-1. Fracture experiments of 

some high-strength steel were carried out by Fras et al. (2017), Li et al. (2014) and Li et al. 

(2015a). Fracture testing of sheet metal was investigated by Roth et al. (2015, 2016). 

Loading 

The pressure load produced by underwater explosion consists of a shock wave and bubble pul-

sation. After the detonation, there will be a shock wave propagating radially outwards, followed 

by a large oscillating bubble. The shock wave has the first damaging effect followed by succes-

sive bubble collapse and a high-speed jet. 

Lee (2017) performed underwater explosion experiments using a small amount of shell-free 

Pentolite to observe the behavior of the generated gas bubble as well as measure the shock 

wave. Moon et al. (2017) measured the maximum pressure of the shock wave of an underwater 

explosion relying on underwater pressure sensors. To assess the measured signals, experiments 

were repeated five times under the same conditions. Small-scale underwater explosion experi-

ments were carried out with two types of media at the bottom and different water depths in 

quasi-shallow water by Wang et al. (2015b). An analysis of measured data from different media 

at the bottom revealed that the peak pressure of shock waves in a water basin with a bottom of 

soft mud and rocks is about 1.33 times that of the case where the bottom material is only soft 

mud. Yanuka et al. (2015) conducted underwater experiments with wall boundaries having a 

parabolic cross section. This study showed that shock waves converge faster and the pressure 

near the line of convergence is larger. Zhang et al. (2015c) proposed a minus error approaching 

method to get the position of the explosion source using 4 effective pressure measurement 

points. Xie et al. (2015, 2016) have studied the time-frequency shock wave characteristics with 

underwater explosions in the free-field and near a ship hull. It revealed that more than 90% of 

the energy of the shock wave pressure signals condenses in the band lower than 8 kHz in the 

free-field and more than 80% of the hull pressure signals are mainly concentrated in a range of 

20 kHz. Kostenko and Kryukov (2016) developed a technique to identify the explosion pulse 

based on the calculation and normalization of the mirror derivative of the received signal. In 

this way, the weak direct signals are amplified while the reflected ones can be suppressed. 

The dynamics of underwater explosion bubbles has also received considerable attention with a 

particular focus on its dependence on the physical properties of boundaries adjacent to the bubble. 

Several experiments of a spark-generated bubble oscillating near a free surface and a rigid plate 

with a circular opening were conducted by Liu et al. (2017). Li et al. (2015b, 2017) studied the 

interaction between a violently oscillating bubble and a movable sphere with comparable size 
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near a rigid wall. Zhang et al. (2017a) investigated the interaction between an underwater 

explosion bubble and an elastic-plastic structure using small-scale experiments. Similar 

experiments were performed by Cui et al. (2016) to investigate bubbles subjected to gravity and 

various boundary conditions, including; single boundary, combined boundaries of free surface 

and solid wall, solid wall boundaries with a circular opening, and resilient wall boundaries. 

Ouyang et al. (2016) revealed that with an increase in charge density of each 100kg/m3, the 

volume of the bubbles, acceleration and sound pressure level average increased by 1.78 times, 

2.28 times and 1.15 times respectively. Zhang et al. (2015a) investigated the dynamics of large 

bubbles subject to various strengths of buoyancy effects.  

 

Response 

Underwater explosion is a severe threat to nearby ocean structures such as underwater construc-

tion, commercial and naval vessels. The latter requiring an assessment of their capability to 

withstand shock through expensive and lengthy tests. Scaled model experiments provide an 

opportunity to quantify the response associated with impact loading. Heshmati et al. (2017) 

designed a conical shock tube to investigate the underwater explosion phenomenon and its ef-

fects on nearby structures. Similar tests were conducted on a steel-plate (Park et al., 2016) and  

clamped thin panel (Ren et al., 2017). The influence of solid rubber coating on the transient 

response of floating structure to underwater shock wave was experimentally studied by Chen 

et al. (2016). It was shown that solid rubber coating can change the incident pressure on the wet 

surface as well as the dynamic characteristics of the coated structure. The high density and 

viscosity coating reduces the local deformation and global response when compared to high-

stiffness low-compressibility coatings. A similar study was also carried out by Zhang et al. 

(2017a). Ming et al. (2016) experimentally recorded the damage process of ship structures sub-

jected to underwater contact explosions. Zhang et al. (2015d) and Cheng et al. (2016) tested 

both a hull-girder model and a scaled ship model for dynamic response assessment to underwa-

ter explosion. The results show that the acceleration response and damage grade increase with 

shock factor and the local response is related to the vibration mode.  

 

3.3.3 Vibration 

Vibration and on-board noise measurements are related to distinct and often physically corre-

lated phenomena for which sensors and experimental procedures are well consolidated for basic 

applications. For vibration and internal noise problems which depend strongly on the excitation 

and geometry of the structure, concerns at component level are limited to the estimation of 

structural damping or noise transmission coefficients. In the case of realistic configurations, the 

focus is on the response level related to comfort or fatigue and on the analysis of vibration and 

noise sources, transmission paths and influencing modal parameters (see Section 4.1.2). 

Dry vibration testing 

Vibration measurements require different levels of accuracy, bandwidth, spatial resolution and 

tolerance of insertion effects depending on the application. Vibration testing is used to estimate 

damping of structural components like a stiffened panel or more complicate configurations to 

improve the modeling of response at resonance. The structural damping is typically determined 

by evaluating the frequency response function with experimental modal analysis techniques 

during laboratory tests. The input force is applied and measured with instrumented hammers 

(impulsive force) or shakers (harmonic, sweep or stochastic load) and the vibratory response is 

recorded with modal accelerometers or strain gages. Soft-spring suspension is preferred when 

no specific boundary conditions are prescribed to facilitate FE model updating. When avoiding 

contact or insertion effect is desired, the laser Doppler vibrometry provides precise non-contact 

displacement measurements as required, for instance, to record the shaft vibrations induced by 

the propeller through the trust bearing (Pan et al., 2002). Fiber Brag Grating (FBG) has also 
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been used for dynamic strain measurements (Jensen et al. 2000); who conducted wet-deck slam-

ming tests with FRP sandwich panel using a network of 16 fiber optic Bragg grating strain 

sensors including comparison with the strain gage data. 

Wet vibration testing 

Dedicated experimental setups are required when the measurement of realistic vibration levels 

is the objective; as was done by Halswell et al. (2016) who dealt with the daily exposure limits 

to vibrations for the crew of high speed crafts. The core of the experimental campaign was 

based on 3D drop tests of rafts where three triaxial accelerometers were installed in place of the 

crew members. The measured acceleration time-histories provided peak values, RMS and 

weighted values from which the vibration dosage in the frequency range of 2-20Hz was ob-

tained to verify the acceptance of regulations. The test matrix comprised of different drop 

heights and pitch angles to investigate the vibration exposure dependency on these factors. An 

important issue in complex set-ups is the cabling of sensor arrays. A solution was proposed by 

Bennet et al. (2014) who tested a wireless measurement system mounted on a floating elastic 

model excited by waves. The system consisted of three Shimmer 9DOFs wireless sensor nodes 

(triaxial accelerometer, gyroscope and magnetometer) equipped with SD card logger and Blue-

tooth connection. The triggering of the node acquisition and the post-test data downloading was 

obtained with an in-house MATLAB code. Good comparison was obtained in terms of heave 

and pitch response amplitudes (after proper processing of the node outputs) with the tethered 

system potentiometers. There is no direct comparison at the wireless nodes for elastic defor-

mations, however, the node outputs are mixed with strain-gage information to provide the elas-

tic line deformation. Among the few example of contactless measurements, Carrol (2006) esti-

mated the radiated acoustic power of an underwater vibrating surface by measuring the response 

with a laser vibrometer and then compared the propagated noise inside the reverberant tank 

with hydrophone measurements. Kwon et al. (2013) applied digital image correlation to inves-

tigate the vibrational characteristics of composite beams immersed in water by collecting infor-

mation about the added mass without the need to embed sensors potentially altering the struc-

tural properties or the interface with the surrounding fluid. Recently, the use of FBG for dy-

namic strain measurements in oscillating water intake risers is considered in the complex labor-

atory testing conducted by Wang et al. (2016d). The large deformations as well as the require-

ment of providing multiple measurement points along the entire riser length (up to 40 m, almost 

entirely and vertically immersed in the water pool) were driving factors for the choice of FBGs. 

There are 16 measuring stations in total along the riser. At each measuring station, there are 

four sensors around the circumference of the section: two for the in-plane responses, and the 

other two for the out-of-plane responses. The collected data allows for the determination of 

RMS of in-plane motion, out-of-plane motion and the separation of mode contributions to the 

overall deformation characterized by frequencies below 1 Hz. 

Vibroacoustics  

One of the main issues related to vibration and structure-borne noise onboard ships (this concept 

may be extended to offshore structures as well) mainly concerns the definition and fulfillment 

of (non-mandatory) habitability criteria, however, some mandatory rules apply to critical me-

chanical components like the propeller shaft. The ISO standards 6954-1984/2000 and 2631-1/2, 

as well as the optional class notations from classifications societies prescribe the significant 

physical parameters, acceptable exposure limits depending on ship areas, and experimental pro-

cedures for vibration level assessments (ISO 8041). The assessment of noise levels follows 

similar standards (IMO resolution MSC.337(91) for example) that indicate the procedures for 

the measurement of structure-borne noise. Therefore, the vibration and noise measurement sen-

sor (accelerometers, velocity gauges, proximity probes, strain-gages and sound level meters) 

filter set, calibration and other requirements (sensor collocation, etc.) are prescribed to some 

extent. For this reason, relatively few accounts of experimental measurements appear in scien-

tific literature while experimental procedures are periodically updated in technical papers issued 

by classification societies.  
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One of the most extensive experimental campaigns related to vibrations and noise has been 

carried out within the EU-FP7 project SILENV (2012). The main project objective involved 

the revision of the noise and vibration exposure requirements for crew and passengers of dif-

ferent ship categories; for which present and previously collected data were processed. New 

experimental procedures for vibration and noise measurements were defined and implemented 

by Turan et al. (2011) and Badino et al. (2012). Borelli et al. (2015) carried out full-scale noise 

level measurements in various compartments (living and working spaces) of a Ro-Pax ferry 

during navigation and maneuvers. The instrumentation was composed by two IEC 61672 Class 

1 compliant sound level meters equipped with random incidence microphones and calibrated 

with IEC 60942 Class 1 compliant calibrators. When taking measurements in outdoor spaces, 

a windscreen was used along with proper correction factors. The measured levels were com-

pared with recommended exposure limits to verify the compliance of the acoustic climate with 

regulations extensively reviewed in the paper. 

3.4 Fluid-structure interaction 

3.4.1 Hydroelastic scaled tests 

Fluid-structure interaction (FSI) concerns all physical problems where rigid or elastic motion 

depends on, or are two-way coupled with, the nearby flow. The interaction between a rigid-

body and the surrounding fluid is typically considered by ITTC (e.g., seakeeping or propeller 

revolution). Here, the extent of FSI is restricted to the case of bodies subjected to deformations. 

Structural scaling allows for fitting the test setup into the laboratory space and preserving the 

basic features of the investigated phenomena in terms of elastic (and rigid) motions and fluid 

loads. To be effective, especially if getting new physical insights is the main objective, struc-

tural scaling requires consistent similarity laws as well as reducing in most cases the structural 

complexity of the full-scale problem. If the test purpose is extended or limited to the validation 

of FSI numerical codes, the reduction of uncertainties on the structural model can be attained 

by assessing the experimental setup through dedicated structural tests.  

Ships 

Segmented and elastically scaled models of ships have been used since the fifties (Mc Goldrick 

and Russo, 1956) for different aims (hydrodynamic load or vibratory response measurement) 

with their applications increasing in the last few decades. Apart from a few unsuccessful at-

tempts with the so-called “continuous” models (Tasai, 1974; Hashimoto et al. 1978), elastic 

scaling has always implied a segmented hull layout achieved by an elastic backbone (Ach-

tarides, 1979) or local springs (Jullumstrø and Aarsnes, 1993). The proper design of the metallic 

backbone (aluminum or steel) is a key factor in correctly accounting for the ship global defor-

mations. The slenderness of backbones with hollow sections limits the correct frequency spac-

ing of the bending modes due to lack of shear flexibility, however, the rotary inertia of the hull 

segments may partially recover shear flexibility up to the 3-node mode (Dessi et al., 2008). 

Large open beam sections best fit the shear stiffness distribution while targeting torsional modes 

required for testing of containerships in oblique waves. To investigate the springing and whip-

ping of ULCSs, Hong et al. used H-sections (2011,2012) and U-sections (2014). U-Section 

were capable of correctly replicating the first bending and torsional modes of a 10,000 TEU 

containership with a 6-segment model. To scale the stiffness of a 9000 TEU containership, 

Maron and Kapsenberg (2014) designed a box shaped backbone with openings on the top of 

the beam and a variation of the beam slope at the bow. Generally, the connection between the 

segments and the backbone must avoid relative rotations between the connecting parts espe-

cially for hull segments undergoing slamming; single bottom leg or double-side legs are ex-

ploited in most cases, however, more complicated arrangements can also be found as in Maron 

and Kapsenberg (2014). A special design of the structural layout allowed Jiao et al. (2015) to 

equip the segmented model with a self-propulsion system. The variable cross sections of the 

backbone matched the structural stiffness distribution while different solutions were adopted to 

link the backbone to the fiber-glass segments. Pressure was recorded at several points in the 
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bow along with vertical bending moments from calibrated strain measurements, thus account-

ing for the slamming loads and induced whipping response. 

Scaled experiments with catamarans require a different arrangement of the backspline connect-

ing the demihulls and supporting the deck. The first example was given by Hermundstad et al. 

(1994) who built a self-propelled flexible catamaran by using longitudinal and transversal con-

nections (elastic hinges) between the demihull segments. The shear forces along the vertical 

axis and bending moments along the hinge axis were measured at each hinge by force trans-

ducers. The deck was divided into three parts and instrumented with small slamming panels to 

measure the impact forces which in turn provide the mean hydrodynamic pressure. The back-

bone layout was first exploited by Kyyro and Hakala (1997) for model tests in the towing tank 

and by Cheng (1997) in open water towing tests. The most systematic series of experiments has 

been carried out since 2006 with respect to fast catamarans exhibiting a centre-bow (Lavroff et 

al., 2007; Thomas et al., 2011). The segmented model is a hinge-type model with flexible con-

nections between the 3 segments of each demihull and stiff bars connecting the segments from 

side to side; which also support the fore deck part with four load cells. Several pressure trans-

ducers were also installed on the centre-bow to map the slamming pressure field. The stiffness 

of the elastic links was adjusted to scale the vertical bending modes. The link deformations 

were measured with calibrated strain-gages to directly provide the bending moments. A differ-

ent approach for the design of a flexible catamaran with a flat wetdeck (Figure 3) was followed 

by Dessi et al. (2016, 2017a). To reproduce the frequencies of the split and 2-node bending 

modes, a structural optimization procedure was employed for the design of the aluminum back-

spline connecting the hull portions (4+4 demihull segments and 2 wetdeck portions). The opti-

mization procedure was also utilized to determine the distribution of structural mass and ballast 

required to match the rigid-body mass properties. The fore section of the flat wetdeck was sus-

pended on two hinged bars affixed with piezo load cells and pressure caps to measure the global 

and local slamming load. The strains were measured on the aluminum truss at 36 points to 

provide bending moment and shear force distributions as well as the demihull segment forces. 

  

 

Figure 3: Flexible catamaran with elastic back-

spline (Dessi et al., 2016) 

Figure 4: Scaled test of the float-over 

concept with flexible topside (Dessi et 

al., 2017b) 

 

Offshore structures  

FSI testing involving offshore structures have exhibited a wide range of study cases without a 

systematic classification over time. Thus, only some novel experimental applications are herein 

reported, and the reader has to refer to the reports of other Specialist Committees for a more 

extensive coverage. FSI testing on risers provides the ultimate step for verifying the effective-

ness of vortex induced vibration (VIV) suppression devices as numerical modelling presents 

some issues for complex configurations. Gao et al. (2016) conducted experimental investiga-

tions on a flexible riser with and without helical strakes to assess the fatigue damage. The VIV 

were induced by towing a pretensioned riser model at constant speed. Up to 88 strain gages 

were applied on different riser sections to record the elastic response of in-line and cross-flow 
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vibration. The strain gauges provided sufficient data to compare the fatigue damage along the 

two directions with and without the suppression devices. Another example of unusual setups is 

the testing of float-over systems for the transportation and deployment of offshore structures. 

In Dessi et al. (2017b) the transported topside used to link two barges in a catamaran arrange-

ment (Figure 4) was elastically scaled to investigate the relative rotations between the barges 

as well as the torsional and bending loads acting on the topside connections recorded with an 

optical system and a strain-gage array, respectively. A series of model tests with a realistic 

configuration of the vessel, carried topside and jacket were also performed by Kwon et al. 

(2017) and Kim et al. (2017) to investigate the performance of docking and mating operations 

in float-over installations. During the tests, the vessel motion, line tensions, fender forces and 

loads on LMUs (Leg Mating Unit) and DSUs (Deck Support Unit) were measured under vari-

ous wave heading and amplitudes using special measuring devices.  

Sloshing  

Sloshing is another example of FSI for which the structural scaling of the tank elasticity affects 

the results. In Lugni et al. (2014) tank structural scaling was pursued by elastically scaling the 

first natural mode of a structural panel of Mark-III tank. The scaled instrumented elastic panel 

is clamped on the opposite top and bottom edges and sealed with silicon on the vertical sides. 

A static calibration of the strain gages applied on the plate was carried out under a uniform 

pressure load and their dynamical responses were verified by comparison with acceleration 

signals. The estimated structural damping was used in the plate FE model loaded with the meas-

ured pressures in a hybrid approach. The comparison of rigid and elastic (not-scaled) plate re-

sponse for assessing the mitigation of the impulsive sloshing loads was carried out by Jiang et 

al. (2014), whereas Wei et al. (2015) considered inner structural details of the full-scale slosh-

ing tank to experimentally identify the optimal value of the slat-screen solidity ratio to reduce 

the slamming loads. A challenging FSI investigation has been carried out by Lee et al. (2015a) 

who carried out a hydroelastic analysis of three elastic barges partially filled with water to val-

idate numerical simulations. Using four cameras pointing to onboard infrared markers, they 

detected the relative torsional motion between the opposite sections of the flexible barges (made 

with Plexiglas) indicative of the hydroelastic response excited by oblique waves. 

Ice  

Testing in ice basins has received growing attention as long as artic routes become more afford-

able as a result of climate change. Dynamic ice-structure interaction has been subject to exten-

sive research during the last decades to determine the ice-induced vibration fatigue. The goal 

of this research to consider ice-induced vibration fatigue at the design stage. Ziemer and Evers 

(2014) tested a compliant cylindrical structure (a lighthouse scaled by a factor of 8.7) under 

different ice conditions to investigate ice induced vibrations under laboratory conditions. Ice 

drift speed and thickness were varied to study the dependence of occurring vibrations on ice 

properties. The structural response was monitored by lasers as well as an inertia measurement 

unit to measure the acceleration and inclination of the structure. Ice loads were registered by 

two 6-component scales connecting the cylindrical structure to the mounting carriage. An open 

issue for ice tests is about the physical scaling of the ice sheet. These aspects were addressed 

by von Bock und Polach (2013, 2015) who presented a novel experimental technique to meas-

ure the model-scale ice property including grain size, elastic strain-modulus, compressive and 

tensile specimen tests. The model-scale ice thickness and the bending strength were also deter-

mined to classify the ice properties. 

 

3.4.2 Slamming and water impact tests 

Stenius et al. (2013) designed a new setup to experimentally investigate the consequences of 

slamming loads on impacting structures. Some representative high-speed craft hull bottom pan-

els including; a glass-fiber reinforced single skin panel, foam-cored sandwich panel with glass 

fiber reinforced face sheets, and very stiff carbon-fiber sandwich panel were tested. Suàrez et 
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al. (2016) employed an experimental apparatus able to reproduce a cyclic slamming-like load 

in pre-impregnated and cured glass-fiber reinforced polymer panels. With respect to more real-

istic tests, the controlled environment allows for a precise correlation between the applied load 

and the damage propagation. High-speed velocity impact experiments were performed using 

the SHPB (split Hopkinson pressure bar) by Zhang et al. (2017b) to study the material proper-

ties under water impulsive loads. The specimen can be tested at high or low temperatures. A 

large impact facility to test metallic panels for ship and aeronautical applications has been re-

cently developed for the EU project SARA (Figure 5). SARA enables the investigation of both 

elastic and plastic deformations at full-scale impacting speeds (Iafrati et al., 2015, 2016). The 

specimen can be a panel or a portion of a real structure (Figure 6). 

 

 

 
 

Figure 5: Large facility for high-speed impact 

testing. 

Figure 6: Detail of the carriage carrying the 

specimen. 

4. FULL SCALE TESTS 

4.1 Ships and offshore structures 

4.1.1 Monitoring of loads and responses 

This section reviews technologies for monitoring, environments, loads and responses of ships and 

offshore structures at sea. 

 

(1) Wave Measurement 

The WAMOS project (Hessner et al., 2014) used the X-band radar for measuring waves from a 

sailing ship. The system gives the wave statistics values, such as the significant wave height and 

the directional spectrum, in real time. Koo et al. (2011) applied an onboard wave monitoring 

system (Wave Finder) to a large container ship. Using a marine X-band radar wave, parameters 

such as direction, period and height were acquired as done in the WAMOS project. 
 

(2) Load Measurement 

Schiere et al. (2017) developed a novel approach, or mode-based method, to derive load effects 

along the length of a vessel. In comparison, traditional approaches derive the sectional loads by 

processing strain gauge data in the section itself. The authors compared full scale trials and model 

tests along with numerical simulations and concluded that their mode-based method provide 

better results with less scatter than the traditional approach. Suominen et al. (2017a,b) discussed 

extensively the uncertainty related to measuring techniques related to ice loads. Historically, ice 

loads measurements onboard a ship were based on shear gauges placed side frames which are 

assumed to not deform plastically. This type of measuring system is very good for actual 
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operations as it is simple, robust and can be used both in short and long term. However, a major 

issue of this approach is that the ice load distribution was assumed beforehand. If this assumption 

is not accurate, the results will be too. If the strain measurement points in an instrumented panel 

can be increased significantly (by an order of magnitude or even more), the extension of the 

contact shape gets known far better. Digital Image Correlation (DIC) systems with computational 

inverse methods are potential future methods for this type of measurements. 

 

Table 2: Notations for vessels with hull stress 

monitoring systems from major classification 

societies 

Table 3: Sensors for monitoring ship hull 

structure of FPSO unit 

 

Classification 

Society 

HSMS Classification 

Notation Rules 

DNV GL HMON(A): 

where within the brackets is a 

better of 

A,C,D,E,G,H,L,M,N,O,P,S,T,W 

which denotes different sensors 

and data communications. 

Bureau 

Veritas 

(BV) 

MON-HULL 

American 

Bureau of 

Shipping 

(ABS) 

HM1:Motion Monitoring 

HM2:Stress Monitoring 

HM3:Voyage Data Recording  

for later evaluation 

Lloyd’s 

Register of 

Shipping 

(LRS) 

ShipRight-SEA(Hss-n,optional 

extension) 

The extension –n signifies the 

number of strain gauges 

connected to the system. 

VDR An interface with the 

ship’s voyage data recorder 

system to enable the recording of 

hull stress, ship motion and hull 

pressure information. 

Korean 

Register of 

Shipping 

(KR) 

Rules for Classification of Steel 

Ships(2008), 

Pt.9:Additional Installations, 

Ch.6:Hull Monitoring Systems 

Nippon Kaiji 

Kyokai (NK) 

Rules for Hull Monitoring 

Systems 

(valid at the date 07/2008) 
 

 

Sensor Type Monitoring 

 Type 

Maturity in 

Maritime 

Strain Gauges 

(short and long baseline 

strain gauge) 

Strain Proven 

Accelerometers Acceleration Proven 

3D Laser Scannig Optical Proven 

Photogrammetry Optical Proven 

Fibre Optic Optical Proven 

Pressure Sensors Pressure Proven 

Conventional 

Ultrasonic Testing(UT) 

Sound Proven 

Acoustic Resonance 

Testing(ART) 

Sound Un-Proven 

Acoustic Emission 

Testing(AET) 

Sound Un-Proven 

Guided Wave 

Testing(GWT) 

Sound Un-Proven 

Remotely Operated 

Vehicle 

Optical,Electrical, 

Sound

Un-Proven 

Thermography Temperature Un-Proven

Sensor Networks 

(including Wireless 

Sensor Network) 

Varies Un-Proven 

MEMS Accelerometers Acceleration State-of-the-

art 

MEMS Pressure 

Sensors 

Pressure State-of-the-

art 

Ice Accretion Sensor Sound,Capacitance State-of-the-

art 

Smart Coating Color State-of-the-

art 

Smart Dust Electrical State-of-the-

art 

 

 

(3) Ship/Vessel Monitoring 

Fatigue damage assessment based on full scale monitoring of a large container carrier was re-

ported by Koo et al. (2011). The full-scale monitoring system consists of a hull stress monitor-

ing system (HSMS) and an onboard wave monitoring system (Wave Finder). The number of 

sensors in the midship region is four at each section. The HSMS provides an interactive user 

interface to display the bending moment, torsional moment, bottom slam occurrence, cumula-

tive fatigue cycle count and real-time sensor display. The fatigue damage due to the high fre-

quency components like springing/whipping was identified and found to be greater than what 

was expected. Guan (2015) reviewed commercially available HSMS and summarized notations 

for equipped vessels from major classification societies (see Tables 2 and 3). The author rec-

ommended that, for every FPSO vessel, at least one HSMS should be installed in compliance 

with regulation from the IMO. Additionally, he reviewed sixteen types of sensing technologies 

and categorized them into three groups: Proven, Un-Proven and State-of–the-art, according to 

the matureness and readiness for application in marine structures. He concluded that multiple 

sensing technologies should be systematically combined to provide more accurate information, 

and proposed the integration of proper wireless sensor network technology and Bayesian Net-

work modelling as the future direction of FPSO hull monitoring system. Structural integrity 
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during operation is often ensured via monitoring the difference in loads in comparison with 

design loads. For example, in JIP MONITAS (Tammer et al., 2014), prediction of soundness is 

tackled through monitoring of hull load.  

 
(4) Offshore structure monitoring 

Regarding riser structures, many real-time monitoring systems were proposed. Frazer et al. 

(2011) investigated the phenomenon known as Wake Induced Oscillation (WIO) of top tension 

risers (TTR) by monitoring the system in real time. To determine the riser motion amplitude, 

3-DoF acceleration and 2-axis angular rate sensors are secured in a corrosion resistant Remotely 

Operated Vehicle (ROV) deployable canister. The selection of motion sensors is based on re-

sults from FEA conducted on the production TTRs. The strain sensors are mounted over critical 

welds above and below the upper centralizer to capture the strain response of fatigue critical 

areas on the TTR. Through the combination of motion and strain sensors a better understanding 

of WIO and its effects on fatigue can be gained. Using environmental data gathered from the 

vessel monitoring system and comparing it to the measured riser response future analytical 

models can be developed. Fibre optic sensors have gained increasing use in monitoring offshore 

structures, such as risers flowlines, umbilicals, wells, Tension Leg Platform (TLP) tendons, 

production and drilling risers, and mooring lines. Fiber optic sensors are capable of monitoring 

strain, temperature, pressure, and vibration. Eaton et al. (2015) details the plausibility of using 

pressure measurements from post-installed fiber Bragg grating (FBG) sensors with Model Pre-

dictive Control (MPC) to suppress severe slugging in subsea risers. Prior control schemes 

demonstrate that slugging is mitigated using a topside choke valve. The most effective methods 

use a pressure measurement immediately upstream of the touchdown zone of the riser; however, 

the majority of production risers do not have pressure sensing at that location. With advances 

in subsea clamp design and bonding it is now possible to install a non-penetrating FBG sensor 

to monitor pressure near the touchdown zone without shutting down production. Stabilizing the 

two-phase flow both reduces vibration-induced fatigue and has the potential to allow for in-

creased throughput with relaxed topside processing constraints. The performance of the con-

troller in reducing disturbances is influenced by sensor location, choke valve response time, 

and riser geometry. This study demonstrates that severe riser slugging is effectively controlled 

with MPC and a post-installed, non-penetrating FBG sensor. 

In the subsea field, the efficiency of IRM (inspection, repair and maintenance) systems is pro-

gressing by development of communication technology with the sensor. The non-insertion type 

inspection of pipelines based on X-rays has been developed by Ledezma et al. (2015) as alter-

native of the pipeline inspection pig (a device inserted in the pipeline to perform various mainte-

nance operations). In project ‘Cage’ (Kellner, 2015) General Electric (GE) exploits a smart 

platform for connecting a large e number of British Petroleum (BP) subsea wells to get infor-

mation about vibrations, temperature, pressure. The implemented monitoring system is aimed 

to detect real-time abnormalities and to provide big data for improving performances and pro-

duction. 

4.1.2 Structural identification 

Structural identification aims to validate or update mathematical models of structures using 

measurement results obtained from tests or full-scale trials. In daily practice structural 

identification involves also the assessment of test rigs and typically identification techniques are 

first verified at model-scale before being applied at full-scale. A related topic is structural health 

monitoring (SHM), which is also covered in the report of Committee V.7 (Structural Longevity). 

 

Material properties 

A FEM analysis of collision or grounding requires proper modelling of the material behaviour. 

The metal exhibits complex behaviour during a collision or grounding, involving triaxiality and 

“elemental” volume changes. Because there are very few studies on the influences of triaxiality 
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as traditionally, the strain-stress relationship of a metal is often defined based on uni-axial tensile 

tests. Many authors believe that strain rate, temperature and triaxiality have major influences on 

the simulation of collision or grounding events. Tests were conducted to steels (2W50, EH36, 

DH36) to various strain rates (0.001/s-200/s), at different temperatures (-40°C to +180°C) 

(Choung et al., 2013), or at different triaxialities (Choung et al., 2012). Recommendations were 

then made to change the Cowper-Symonds parameters. Kubiczek et al. (2017) used a high-speed 

camera to “measure” the strain field in the metal. They converted the measured load-end 

shortening curve into the stress-strain relationship with the assistance of a FEM analysis. Calle et 

al. (2017a) also adopted this hybrid experimental-numerical method in obtaining the stress-strain 

curves from experimentally obtained strain data. They tested different shell elements with a 

premise that the best element types would have the minimal differences between the calculated 

stress-strain curves and the measured force displacement curves. 

Many FEM analyses treat ice as a unique material whose characteristics are defined based on 

either model tests or field measurements. Von Bock und Pollach and Ehlers (2017) developed an 

experimental technique to assess the material properties of the ice sheet in an ice basin. It is well 

acknowledged that scaling ice made in an ice basin to reproduce winter sea ice (see Section 3.4 

for further details) remains a major technical challenge. 

 

Dynamical structural properties 

Structural identification of dynamical systems in engineering practice narrows the broader 

scope of system identification which aims to build mathematical models based on measured 

data. First attempts to use Fourier analysis, Auto-regressive Moving Average (ARMA), Maxi-

mum Entrophy Method (MEM) and Random Decrement Technique (RDT) for system identifi-

cation of offshore platforms dated back to the seventies and eighties, in parallel to similar ap-

plications in civil engineering. From the nineties onwards, the system identification of ship and 

offshore structures benefited of the development of output-only methods for modal analysis 

which avoid the measurement of excitation.  

Coppotelli et al. (2008) carried out a systematic identification of `wet’ mode shapes and related 

modal parameters (frequency and damping) of a scaled ship model. They analysed the acceler-

ation data using Frequency Domain Decomposition. Later, Mariani and Dessi (2012) used a 

tailored version of the Proper Orthogonal Decomposition on both acceleration and strain data. 

In both cases the required broadband excitation in the frequency range of interest was provided 

by the continuous wave loads. In Kim et al. (2016c) the identification of mode shapes is ex-

tended from bending to torsional modes using rosette type strain-gage measurements in five 

sections along the backbone of a 6-segments scaled model of a 10,000 TEU containership. The 

implemented POD technique for mode extraction follows that developed by Mariani and Dessi 

(2012) whilst the damping estimation is based on the linear decrement technique applied on a 

decay curve obtained from the random decrement technique. It is worth to recall that for a 

floating structure the concept of linear damping is an abstraction hard to verify in real-life, 

structural damping coexists with hydrodynamic damping, and relevant uncertainties on the re-

sults are present as shown also in Dessi et al. (2016, 2017a) for floating structures. The use of 

turbulent boundary layer excitation for extracting the modal parameters on plates wetted on one 

side was considered in Dessi and Faiella (2015) where specific attention was devoted to the 

possible change of the modal properties (frequency, damping and consequently added mass) 

with respect to the flow velocity. The plate was mounted on the bottom of a rigid ship model 

that underwent captive tests in the towing-tank. The adequate numerical representation of the 

real boundary conditions was one key issue in profitably comparing with theory and interpreting 

the experimental data, as also shown in the case of a similar full-scale application for the SI-

LENV project. A method specifically developed for the identification of less excited modes in 

high-level, noisy, measured data from offshore structures is presented in Liu et al. (2016) and 

its effectiveness is compared with similar approaches like the Eigensystem Realization Algo-
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rithm (ERA) and the Stochastic Subspace Identification (SSI) methods with respect to numeri-

cal cases. Its application to real cases has concerned two distinct offshore platforms under dif-

ferent excitations provided by ice and waves, respectively. At full-scale, using the FDD tech-

nique, Swartz et al. (2012) identified the low-frequency wet modes (along with the relative 

frequency and damping) of the Sea-Fighter catamaran with acceleration measurements col-

lected from wireless sensor nodes. These mode shapes were used as reference for the design of 

the hydroelastically scaled model of the same catamaran in Dessi et al. (2017a), who applied 

input/output and output-only modal identification techniques along with DIC measurements to 

verify the effectiveness of the structural scaling of the catamaran. 

 

4.2 Application of experimentation, inspection and monitoring 

4.2.1 Design 

An effective design is required to ensure the structural integrity of marine structures. Continuous 

monitoring and periodic inspections may contribute to improve the design accuracy by reducing 

the uncertainties on the expected loads and on the structural strength of the real structure. Storhaug 

and Haraide (2013) showed the results relative to hull monitoring measurements for a large 

containership. The owner/operator observed wave-induced vibrations (whipping/springing) via 

the hull monitoring system installed on-board. After a few years of measurements, the data was 

sent to DNV for assessment of the effect of vibrations and then to learn lessons about the design. 

The collected data show that the vessel was trading in more demanding areas than those (North 

Atlantic) assumed in design. The measured fatigue life based on a stress concentration factor of 

2.0 was estimated to be well above the design life, implying that special attention to cracks should 

be seriously considered for future vessel operations even if no cracks had been identified so far 

during inspection. The vessel experienced two severe storms exceeding the rule of thumb value 

of 20% increase of loading level due to whipping. The measured wave bending moment 

(excluding whipping) also exceeded the long-term value specified by IACS URS11. The ultimate 

hull girder strength was calculated and compared with the combination of measured wave-

induced bending moment and allowable (maximum) still water bending moment. If the maximum 

whipping moment is assumed, the safety margin of the hull girder bending strength is found to 

be below 1.0 for the original design, but keeps above for the strengthened vessel. 

Drummen et al. (2008) carried out an experimental and numerical study of wave-induced fatigue 

damage in a containership which advances at a constant forward speed in irregular head waves. 

The model tests showed that the damage due to wave-induced vibrations made up approximately 

40% of the total damage, and that this percentage slightly increased from bow to stern. The high-

frequency contribution could be slightly smaller at full scale due to a larger damping. The main 

contribution to the high-frequency damage came from the two-node mode of hull vibration, while 

the other modes contributed less than 5% of the damage. The damage in the fore hull sections 

was negligible compared with the damage in the midships sections, while the damage in the aft 

sections was about 25% of this value. The largest contribution to the fatigue damage occurred in 

sea states with a peak period of around 14 s and a significant wave height of 5 m or above. 

Relatively to the investigated sea states, the experimental results indicated that the nonlinear 

effects on the wave frequency stress were mainly important in the forward cut, while they affected 

the high-frequency stress in all three cuts.  

 

4.2.2 Construction 

Since ship and offshore structures are huge welded structures, quality control of the assembling 

process under construction is very important. In recent years, 3D measurement technology has 

been applied to verify the final accuracy of the welded structures under construction and is more 

specifically introduced in Section 7.1. In this section some applications of 3D measurement are 

illustrated. The first one concerns the measurement method of welding deformation/strain to 

calculate the weld-induced residual stress. Shibahara (2012) used DIC technique developed 
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measuring both in-plane and out-of-plane deformations induced by weld. The stereo imaging 

method using two digital cameras has a high measurement accuracy and does not require 

calibration of the errors caused by the out-of-plane displacement. He demonstrated the 

measurement accuracy through a bead-on-plate welding test. The proposed method can measure 

transverse shrinkage and angular distortion with a high accuracy. This inherent strain data was 

then used as input for the simulation of welding deformation of large structure. The second 

application is aimed to assist the plate bending process. Sun and Hiekata (2014a,b) evaluated the 

accuracy of laser scanners in measuring the plate bending work. The evaluation process of the 

construction accuracy for curved shells and plates suffers from the lack of quantitative criteria, 

and heavily depends on implicit knowledge, that is, the skill and expertise of the workers. The 

shape of the objects is represented as cloud data points. In this system, cloud data points and 

design data are registered and displacement errors and evaluated and visualized by colour maps 

and histograms. In addition, Hiekata et al. (2016) visualized the result of evaluation by using the 

projection mapping. The output of the system was collectively projected on the curved shell and 

the difference with CAD shape was visualized. Matsuo et al. (2015) developed AR (Augmented 

Reality) application system to support shell metal forming by pressing or heating. The former AR 

application guide workers where and how to perform press work or gas heating work for getting 

the intended shape. 

 

4.2.3 Operation, Inspection, Monitoring and Maintenance 

The offshore oil and gas industry has accepted Risk-Based Inspection (RBI) as a rational way 

to carry out inspection, maintenance and repair for hull, topside, morning systems. Guidance 

on best practice of RBI has been published by API (2016a,b), ABS (2003), DNV (2010), LR 

(2010), and is covered by other ISSC committees. 

Most of RBI programs relies on traditional means of inspection, mostly via human eyes. Some 

progressive operators/owners apply structural health monitoring techniques in some areas. 

Monitoring is considered viable especially for areas difficult or costly to access. The FPSO 

Joint Industrial Project (JIP) on Life Cycle Management Hull attempted to layout a framework 

for incorporating health monitoring into a FPSO’s RBI scheme. This JIP (LMS, 2015) has a 

focus on monitoring corrosion and fatigue cracking, assessing their risks to the life-time struc-

tural integrity of FPSO, and planning and implementing inspection, repair, and maintenance 

accordingly. There is an apparent technological shift in industry, leveraging real-time monitor-

ing to help owners and operators better understand the health of their assets and guide their 

maintenance and repair decisions. 

A notable industrial project on health monitoring is MONITAS (Aalberts et al., 2010), which 

has been extensively covered by ISSC over time. Tammer and Kaminski (2013) reviewed the 

methodology of the Risk Based Inspection (RBI) scheme and its application for safeguarding 

hull integrity of offshore floating structures, with fatigue as a primary degradation mechanism. 

The work has a distinct focus on the opportunities that RBI offers in combination with Struc-

tural Health Monitoring. To provide a clear picture of the state of the art knowledge, the current 

practices and regulations are briefly discussed after which the RBI methodology is introduced, 

the differences in guidelines and applications discussed and an 8-step approach is proposed. 

Subsequently, the methodology is outlined as an instrument for determining the residual fatigue 

life with the alternative inspection scope and schedule was discussed and within a framework 

specified in an Advisory Hull Monitoring System. 

Increasingly, industrial guidance has become available to guide applying monitoring technolo-

gies. An example is the recently published ABS Guidance Notes on Structural Monitoring Us-

ing Acoustic Emissions (ABS, 2016). This guidance presents best practices for planning and 

executing Acoustic Emission Testing (AET), and has been built upon a series of at-sea tests on 

board tankers and containerships. Another example is the CCS Rules on Autonomous ship 

guidance (CCS (2015)). These Rules clearly include structural health monitoring a crucial part 
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of the future smart/intelligent shipping, and has specified in great details about how to plan hull 

monitoring, what frequency must be used for sensors, and how to interact with regulatory bod-

ies. Generally, it is believed that we will see increased interest in R&D and application of health 

monitoring together with the supporting technologies such as sensoring, communication, data 

processing and decision-making (smart functions).  

 

5. CORRELATION ISSUES BETWEEN SCALED (PHYSICAL) MODELS, FULL-

SCALE STRUCTURES (SHIP AND OFFSHORE) AND NUMERICAL 

SIMULATIONS 

5.1 Scaling laws 

Scaling laws have been used in naval architecture since the foundation of dedicated experi-

mental facilities like towing-tanks. Reynolds and Froude similarities have typically allowed for 

predicting the resistance and seakeeping behaviour of ships at full-scale. Later on hydroelastic 

scaling for ship structures have been based on an extended application of the Froude similarity; 

the ratio between the ship and the model scale values of several physical parameters (frequency, 

bending stiffness, shear area...) is expressed in terms of powers or fractional powers of the scale 

factor. A more cumbersome hydroelastic scaling with respect to vortex-induced vibration (VIV) 

tests where the investigation of the lock-in phenomenon implies that the structural frequency 

of the bluff-body oscillations falls close to the Strouhal frequency, which in turn depends also 

on the Reynolds number.  

Recently, new advancements in the definition of scaling laws with respect to some specific 

structural problems, including; fatigue, collision and grounding, already mentioned in the spe-

cific sections. Kong et al. (2017) investigated the strain-rate effect of blast loaded plates by 

using dimensional analysis and analytical equations with emphasis on engineering calculations 

which need to be fast and robust. In addition, an empirical formula was developed to assess the 

equivalent stand-off distance, mass of TNT and impulse per unit area. A fundamental contribu-

tion concerning the scaling issues of ship collision and grounding, an extremely nonlinear phe-

nomenon, is given by Pedersen and Zhang (2000) who reviewed the ship-size effect in relation 

to resulting damages. Although the focus in this research was on the ships with similar order of 

magnitude in size, the equations derived in the paper serve as background information for the 

scaling rules in ship grounding and collisions. However, when the level of fidelity is increased 

to account structural details, strain rate and plate thickness effects, the scaling issues become 

very complex; as discussed separately under the collision and grounding section. In this respect, 

the work of Oshiro et al. (2017) shows that traditionally used LMT-scaling (length, mass, time) 

should be replaced by VSG-m-scaling (velocity, stress, impact mass) when dynamic problems 

of ship collisions are concerned. This recommendation was based on tests on dry models where 

effects of moving cargo and hydrodynamics are neglected, and the focus is purely on structural 

responses. It is also highlighted that even though geometrical similitude could be kept, the nom-

inally identical materials do not give the same results when the scale is changed. This is due to 

processing of the steel sheets and the fact that the similar microstructure through the thickness 

is very difficult to keep as it is within distortion tolerances after manufacturing. The recent 

review on structural testing by Coutinho et al. (2016) gives a comprehensive overview of 

needed viewpoints when new similarities are to be formed. The review covers dimensional 

analysis, differential equations and their combinations as well as the use of energetic methods. 

It also reviews the major areas of current research in the structural mechanics community in-

cluding impacting structures, rapid prototyping and size effects on brittle, quasi-brittle and duc-

tile materials.  

In terms of motions and related loads, the paper by Lupton and Langley (2017) discusses the 

importance of the platform size on slow drift motion. It is claimed that the fact that in some 



102 ISSC 2018 committee V.2: EXPERIMENTAL METHODS

 

 

 

cases the second-order slow drift response is smaller than the first order motion; while in an-

other case this is larger due to scale effects of the floating structures. An expression is derived 

which approximates the scaling of slow drift motion, platform size and wave conditions. The 

investigation by Lau and Kelso (2016) presented a scaling law for the time-averaged thrust on 

submerged heaving and pitching fish-inspired hydrofoils. The Strouhal number St was used as 

a scaling parameter and successfully validated the scaling law by varying several experimental 

parameters, including; the non-dimensional heave amplitude (0.1,1), the pitch amplitude (0°, 

45°), the Strouhal number (0.1, 0.95) and the Reynolds number in the range 1500-12500. In 

cases where the non-dimensional heave amplitude is large in relation to the pitch amplitude, the 

experimental results deviate from the scaling law. 

5.2 Model to full-scale investigation 

The scaling laws considered in Section 5.1 address the problem of correlating model and full-

scale tests. For instance, the full-scale correlation of the ship resistance measured over a phys-

ical model in the towing-tank has been traditionally one of the main problems addressed and 

continuously revised by ITTC to set precisely the required onboard power for a target speed. 

When more complex measurements like those related to structural variables are considered, the 

correlation between model and full-scale is not only a matter of similitude because of the phys-

ical objects, the test conditions and the measuring techniques may significantly differ. Here 

some illustrative examples of correlation efforts are reported.  

The problem of extrapolating model-test data to full-scale for new ship designs (which lacks 

proven procedures) was considered in the Ship Structure Committee report in 1972 in relation 

to the S.S. Volverine State and S.S. California Bears. The main objective was the prediction of 

the bending moment long-term distribution based on model-test data and ocean wave spectra. 

A detailed analysis of acceptable comparison factors to be checked was carried out and a pro-

cedure for estimating the full-scale trends from model test was successfully established. In gen-

eral, it appeared that predictions of long-term trends are satisfactory when adequate ocean wave 

data in spectral form are available for model tests. In Dessi et al. (2009) the correlation of the 

vertical bending moment (VBM) between full-scale trials and scaled-model tests was carried 

out in terms of the response amplitude operator (RAO) at approximately one quarter length 

from the ship bow. If the ship response is almost in the linear regime (up to a certain wave 

elevation), the comparison in terms of the RAO allows for accepting similar but not identical 

encountered wave spectra with the same relative wave direction. An analysis of possible error 

sources was carried out to explain differences in some frequency ranges. The correlation be-

tween model and full-scale measurements becomes elaborate when nonlinear phenomena such 

as springing and whipping occur. In Storhaug et al. (2009) the focus was on estimating the 

effect of whipping on extreme loading to verify the IACS UR S11 rule which turned out in 

revising the rule and increasing the requirements.  

An interesting correlation study concerning cargo sloshing of LNG tanker tanks was carried out 

in the frame of a Joint Industry Project (JIP) with BW Gas, Teekay, DSME, Lloyd’s Register, 

DNV, Light Structures and GTT (Pasquier and Berthon, 2012). A first comparison of sloshing 

impact recordings at full-scale and at model-scale was performed. For the model tests, the actual 

ship motions recorded at sea have been used as inputs for the simulation platform. This allows 

a direct comparison of full scale and model tests results without the bias induced by the use of 

numerical sea-keeping analysis to produce tank motions. The results of the model tests at 1:40 

scale have shown a good correlation with full-scale measurements. The trend in terms of impact 

frequency over several days of navigation has been found fairly consistent. A comparison be-

tween the measurements in both instrumented tank corners was also found to be fairly con-

sistent. This tends to confirm that experimental simulations of LNG sloshing at the small scale 

provides a correct representation of the global flow inside tanks; as expected according to the-

ory. 
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5.3 Integration of experiments and numerical simulations 

Individual research advances in the last decade such as high-fidelity numerical models utilizing 

high-performance computing, large-scale laboratory experimentation, field testing and real-

time monitoring have undoubtedly increased our level of understanding of the behaviour of 

ships and offshore structures. In some cases, these advances are effectively harnessed in a man-

ner that leverages all relevant developments and translates them into predictive tools that can 

be directly used by stakeholders that mean to improve the performance of ships and offshore 

structures. 

Three main categories of analysis methods of ships and offshore structures exist, namely, (a) 

computational models (numerical simulations) based on a specific method (e.g., Finite Element 

Method, Computational Fluid Dynamics, Smoothed-Particles Hydrodynamics, analytical, 

mathematical), (b) physical models that are built in a specific scale and are tested in basins, 

flumes or real sea, and (c) measured data analysis for the estimation of the ‘health’ of a structure 

as well as for the prediction of the future status of it. The combined use and integration of the 

three main categories can result in cost-effective design and construction of modern ships and 

offshore structures, improvement of existing ships and offshore structures as well as proactive 

management during their life-cycle. The required integration should focus on emphasizing the 

strengths and balancing their individual drawbacks. Different approach types (e.g., straightfor-

ward or in-loop) for the integration are met for ships and offshore structures. 

Regarding methods for prediction of future responses based on a structural health monitoring 

(SHM) system, Kvåle and Øiseth (2017) present a monitoring system that is designed and in-

stalled on the Ber gsøysund Bridge; measurements are used for the numerical estimation of 

extreme response of the offshore structure. Mondoro et al. (2016) present a methodology for 

using the Structural Health Monitoring (SHM) data recorded in observed operational cells to 

predict the structural response of ship hulls in unobserved cells. The approach integrates SHM 

data from sea keeping trials and numerical simulation in order to quantify and reduce uncer-

tainties in the prediction of structural response. The proposed methodology fits SHM data with 

generalized fitting functions and then estimates the response in unobserved cells (i.e., different 

operating conditions). The approach predicts the power spectral density (PSD) and the time 

domain response in unobserved cells and is capable of developing a full set of data to enable 

spectral and time-based fatigue life estimation approaches. Wang et al. (2014) propose a novel 

method of sub structural identification and genetic algorithms that can be applied to jack-up 

platforms. With this method, system identification of offshore structures with unknown wave 

loading, initial conditions and foundation conditions, is achieved. The proposed method is val-

idated with numerical simulations and experimental data. Decò and Frangopol (2015) develop 

a risk-informed approach for ship structures that integrates SHM information for estimating 

real-time optimal short-range routing of ships. Risk is based on the reliability analysis of the 

midship section of a hull and on its associated failure consequences. Based on monitored time 

series, a numerical approach named Modified Endurance Wave Analysis (MEWA) is presented 

by Diznab et al. (2014) for accurate estimation of the structural performance of an offshore 

jacket considering the random and probabilistic nature of wave loading and utilizing optimal 

time duration. With regard to damage identification, Hosseinlou and Mojtahedi (2016) develop 

a robust simplified method for structural integrity monitoring of offshore platform structures. 

They provide a useful damage diagnosis process by introducing the pseudo simplified (PS) 

model technique and successfully acquired damage indicators by using PS baseline FE model 

based on monitored data. Moreover, the sensitivity of the damage diagnosis algorithm resulting 

from the removal of some available sensors is examined. 

With regard to structural model updating based on SHM data, Wang et al. (2015) summarize a 

new approach and experimentally validate this approach on a small-scale platform model when 

only a few lower-order spatially incomplete modes are measured. To handle the spatially in-

complete mode shapes, an interpolation mode expansion technique based on the optimal fitting 
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method is used. With this mode expansion method, the number of sensors,  the measurement of 

degrees of freedom, has no distinct effect on the structural model updating of the deck mass. 

For the completion of missing measured monitored data (both of structural responses of a float-

ing structure and environmental data) of a SHM system, Panapakidis et al. (2016, 2017) inte-

grated clustering techniques and data analysis to establish a system identification scheme. With 

regards to control methods Kandasamy et al. (2016) provide information about hybrid vibration 

control methods that use monitored data and numerical analysis methods. They emphasize that 

hybrid vibration control methods provide more practical approaches for implementation. 

SHM systems can be used for the uncertainty assessment integrated with numerical models. 

Aldous et al. (2015) propose and describe the development of a rigorous and robust method for 

assessing the uncertainty in ship performance quantifications. The method has been employed 

to understand the uncertainty in estimated trends of ship performance resulting in the use of 

different types of data (continuous monitoring) and different ways in which that data is collected 

and processed. Wu et al. (2016) presented an integrated monitoring system of FPSOs with soft 

yoke mooring systems capable for a safety assessment of the offshore structure. 

A complete integration between numerical simulations, physical model tests and monitored 

data is presented by Yi (2016); a local damage detection approach for jacket-type offshore 

structures by principal component analysis (PCA) and linear adaptive filter (LAF) techniques 

using FBG sensors is proposed based on a statistical approach. In addition, environmental ef-

fects due to variations in temperature and external loading were investigated. The technical 

feasibility of the proposed method for damage detection and localization is experimentally val-

idated against physical model tests. Apart from the integration of the analysis methods, integra-

tion can be applied for the numerical simulation of wave transformation in the nearshore. Inte-

gration between real measurements and numerical analysis may lead to decrease of scale ef-

fects.  

It is common that new design tools are validated against experimental data with some recent 

examples mentioned in the following. Azcona et al. (2017) developed a code for the analysis 

of mooring lines that was validated against experimental data for static and dynamic conditions. 

Lugni et al. (2015) developed a combined experimental and numerical investigation on the 

occurrence of parametric roll and water on deck in bow-sea regular waves close to head sea for 

an FPSO ship, with a focus on the roll instability phenomenon. Very common linear and non-

linear damping coefficients of different rigid body motions are calculated with the use of ex-

periments and used in integrated numerical analysis models (Irkal et al., (2016); Nematbakhsh 

et al., 2015). Zhao et al. (2014) proposed an integrated simulation model of a side-by-side 

moored Floating Liquefied Natural Gas and Liquefied Natural Gas carrier system that is cali-

brated with physical model tests for offloading operation. 

Wave tank testing of scaled models is standard practice mainly for the validation of the dynam-

ics of conceptual designs. For some types of offshore structures and ships, Froude-Reynolds 

scaling laws conflict when they are applied simultaneously (e.g. for the testing of offshore wind 

turbines). Also, for some types of structures or ships, the effect and the induced loads of me-

chanical mechanisms (e.g., rotor nacelle assembly) that are part of the overall structure should 

be accounted for during the implementation of the tests. Sauder et al. (2016) presented a method 

for performing Real-Time Hybrid Model testing (ReaTHM testing) of a floating wind turbine. 

In ReaTHM testing, one part of the system is modelled physically, while the other part, whose 

behaviour is assumed to be well described theoretically, is modelled numerically. Both physical 

and numerical substructures interact in real-time through a network of sensors and actuators. 

As a result, the testing of the floating wind turbine is permitted in a basin without a real wind 

generation system. Azcona et al. (2014) proposed a new methodology for the scaling of aero-

dynamic loading during combined wave and wind scaled tests at a wave tank with the use of a  
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ducted fan governed by a real-time computation of the full rotor coupled with the platform 

motions during the test. The methodology has been applied to the test of a 6MW semisubmers-

ible floating wind turbine. Bracco et al. (2015) developed a test rig for dry testing on the ISWEC 

to reproduce the rated conditions of the 1:8 ISWEC prototype. The test rig was designed to 

reproduce the pitching angle given a time history recorded in the wave tank tests (Feed-Through 

mode). A Hardware-In-the-Loop simulation is achieved since the configuration of the Power 

Take-Off of the ISWEC has been manufactured and mounted on a test rig that is able to simulate 

the wave actions on the hull of ISWEC. 

6. BEST PRACTICE AND GUIDELINES 

Engineering stress and structural analysis is fundamentally based on material and other struc-

tural parameters (e.g. stiffness) which are measured either in a laboratory or in the field e.g., 

structural health monitoring. Clearly, there is no such thing as a one hundred percent accurate 

measurement as every measurement is subject to some uncertainty. Measurement uncertainties 

associated with material and structural test results account for the material safety factors applied 

in structural analysis and design (Bristow and Irving (2007)). Material test uncertainties com-

plicate both the analysis of experimental data and their subsequent use for structural applica-

tions. Materials and structural data are imperative for all structural calculations meaning that 

structural design and integrity assessment of ships and offshore structures are founded upon 

empirical science. Contemporary structural design methods involve probabilistic risk- / relia-

bility-based methods which in themselves are extremely powerful but also present certain con-

cerns (UK HSE, 2001). These are identified as “confusion which arises from vague language, 

ill-defined and inconsistent terminology, and misinterpretation often present in published ma-

terial on the topic. This is perhaps the main reason for misuse in some applications of the 

methods.” Therefore, the aim of this section is to address uncertainty in mechanical test meas-

urements and those taken in the field so that materials and structural data can be appropriately 

reported. An excellent starting point for understanding uncertainty in mechanical testing can be 

found in Kandil (2000a), Kandil (2000b) and Bell (2001). This begins with the fundamental 

principal that “in general no measurement or test is perfect and the imperfections give rise to 

an error of measurement in the result. Consequently, the result of a measurement is only an 

approximation to the value of the measurand and is only complete when accompanied by a 

statement of the uncertainty of that approximation. Indeed, because of measurement uncer-

tainty, a ‘true value’ can never be known.” The UNCERT series of publications referred to by 

Kandil (2000a) is an invaluable and detailed resource for this subject area and recommended 

for further reading. The following sections address developments in Data Uncertainty, Design 

of Experiments and Quality Standards as relevant to the ship and offshore structures commu-

nity. 

6.1 Data uncertainty 

Data can be acquired from a variety of sources but for the purposes here, we will consider data 

produced from laboratory tests and from measurements/monitored structures and components 

in the field. The latter is an extremely active area for research with Structural Health Monitoring 

(SHM) becoming prominent for ships and in particular for new offshore wind structures and 

the challenge here often can be managing extremely large amounts of data generated (Brennan 

and de Leeuw, 2008). This study sought to provide a Structural Integrity Monitoring Index or 

SIMDex which related the “accuracy” or acceptable uncertainty to the manner in which the data 

would be used, e.g., for low- or high-cycle fatigue. 

With respect to uncertainty of measurement, the object of measurement is to determine the 

value of the measurand, i.e., the specific quantity subject to measurement. A measurement be-

gins with an appropriate specification of the measurand, the generic method of measurement 

and the specific detailed measurement procedure. The result of a measurement is only an  
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estimate of the value of the measurand and is only complete when accompanied by a statement 

of the uncertainty of that estimation. Uncertainty is a quantification of the doubt about the 

measurement results and it is a good practice in any measurement to evaluate and report the 

uncertainty associated with test results. There are two categories of uncertainty evaluations 

(UKAS, 2016): 

I. Type A evaluation is made by calculation from a series of repeated observations using 

statistical methods; 

II. Type B evaluation is done using data from calibration certificates, previous measure-

ment data, experience with the behaviour of the measurements, manufacturers’ specifi-

cations and all other relevant information. 

There are many possible sources of uncertainty in testing, which can come from the test instru-

ment, the item being tested, the test procedure, the test environment, the operator skill and the 

sampling issues (ASTM E8/E8M-16a, 2016). These sources are not necessarily independent as 

unrecognised systematic effects may exist that cannot be considered but contribute to error. The 

existence of such effects may sometimes be evident from a re-examination of the results of an 

inter-laboratory comparison programme. Therefore, the sources can be further elaborated as 

follows (Salah et al., 2015; UKAS, 2016): 

I. Incomplete definition of the test; the requirement is not clearly described, e.g. tem-

perature may be given at room temperature; 

II. Imperfect realisations of the test procedure; even when the test conditions are clearly 

defined it may not be possible to produce the required conditions; 

III. Sampling – the sample may not be fully repetitive; 

IV. Inadequate knowledge of the effects of measurement of environmental conditions 

of the measurement process; or imperfect measurement of environmental condi-

tions; 

V. Personal bias in reading analogue instruments; 

VI. Instrument resolution or discrimination threshold, or errors in graduation of a scale; 

VII. Values of constants and other parameters used in data evaluations; 

VIII. Values assigned to measurement standards (both reference and working) and refer-

ence materials; 

IX. Changes in the characteristics of or performance of a measuring instrument since 

the last calibration; 

X. Approximations and assumptions incorporated in the measurement method and pro-

cedure; 

XI. Variations in repeated observations of a measurement value made under apparently 

identical conditions – such random effects may be caused by, for example, short 

term fluctuations in the local environment, e.g., temperature, humidity and air pres-

sure, variability in the performance of the tester. 

 

In addition, computer models for post processing and analyzing measurement data are also 

prone to producing errors and a method proposed by Bayarri et al. (2017) is worth examination 

to ensure computer models are properly validated. 

 

6.2 Design of experiments 

Experiments and measurements made can rely upon standard methods. However, for example 

for offshore structures, non-standard parameters might be investigated using experimental 

methods. For example, Adedipe et al. (2015, 2016) developed an experimental procedure for 

investigation of cyclic fatigue load frequency on the corrosion fatigue of offshore structural 

steels. In this example standard compact tension specimens were tested following the relevant 
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ASTM standard however, no method existed to measure crack length for a specimen in sea-

water. A compliance method using an electrical resistance strain gauge was devised; the method 

calibrated against a known approach and an error analysis established. 

Roessle and Fatemi (2000) examined strain-controlled fatigue properties of steels and the sen-

sitivity or otherwise with approximations made and Salah et al. (2015) reported on uncertainty 

estimation of mechanical testing properties using sensitivity analysis and stochastic modelling. 

Sankararaman et al. (2011) detailed an uncertainty quantification and model validation of fa-

tigue crack growth prediction.  

Experiments can be designed in addition to support design methods. For example, Grell and 

Laz (2010) applied a probabilistic fatigue life prediction using AFGROW (Air Force GROW, 

a life prediction software) and accounting for material variability. 

Numerous similar examples exist however the increasing development of SHM of real struc-

tures in the field have led to renewed interest in the uncertainty of measurements as often sen-

sors and transducers are installed in the field under non-ideal conditions with sometimes the 

expectation of gaining “laboratory standard” precision. A number of authors have studied var-

ious aspect of this issue including Farrar and Warden (2013) proposing a machine learning 

approach, Guzman and Cheng (2016) sharing experience of the use of statistical date from a 

monitoring programme on Alpha Ventus (an offshore wind farm in the German sector) and 

Scheu et al. (2017) who examined the influence of statistical uncertainty of component relia-

bility estimations on offshore wind farm availability. 

6.3 Quality standards 

Standards for testing materials and structural parameters are abundant, however frequently un-

certainty is not specified nor quantified. Some useful standards are: ASTM (2016) which de-

scribes uncertainty measurement in standard test methods for tension testing of metallic mate-

rials; ASTM (2015) which is the Standard Practice for Statistical Analysis of Linear or Linear-

ized Stress-Life (S-N) and Strain-Life (E-N) Fatigue Data; JCGM Standard (2012) which is an 

evaluation of measurement data setting out the role of measurement uncertainty in conformity 

assessment. 

SHM is a developing practice, Buren et al. (2017) published a paper concerning guaranteeing 

robustness of structural condition monitoring to environmental variability which is concerned 

with the practical implementation of transducers in a hostile offshore environment. A whole 

host of offshore wind SHM papers and the uses of measured data have recently emerged. Some 

of these are: Ioannou et al. (2017a, 2017b), Kaufer and Cheng (2014) and a very useful review 

by Van des Bas and Sanderse (2017) of uncertainty quantification for wind energy applications. 

Finally, Hafele et al. (2017) describe the efficient fatigue limit state design load sets for jacket 

substructures considering probability distributions of environmental states, Kim et al. (2016) 

the probabilistic fatigue integrity assessment in multiple crack growth analysis associated with 

equivalent initial flaw and material variability and Larsen et al. (2013) on reducing uncertainty 

in fatigue life limits of turbine engine alloys. 

7. CONTEMPORARY AND EMERGING TECHNIQUES 

An important aspect of experimental tests are the measurement techniques used to record the 

particular data of interest. Each experiment is challenged by the test unit loading, size, sample 

rate, physical location and test scope. For each test challenge there are existing and emerging 

technologies to address them. The following sections summarize current and emerging techniques 

to meet experimental test requirements and address test challenges. An interesting development 

over the past few years is the reduced sensor size, increased data sample rate and multi-faceted 

test scopes. When combined, these factors are conceptualized as ‘Big Data’; however, one must 

understand the criteria required before an experimental test can be considered ‘Big Data’. The 
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concept of Big Data has been a buzz word in many industries. A review of ‘Big Data’ as it applies 

to marine and offshore structures is provided. 

 

7.1 Overview of current techniques 

There are various physical quantity measurement sensing technologies currently developed and 

applied to structures for different experimental test scales and data measurement requirements. 

This section summarizes current measurement techniques used to measure displacements (7.1.1), 

stress & strain (7.1.2), force (7.1.3), pressure (7.1.4), acceleration (7.1.5) and multi-variable 

measurements, including fibre-optics measurement and digital image correlation (7.1.6).  

Table 4: Features of specimen level displacement sensors 

Contents 
Contact 

sensor 

Non-contact sensor 

Optical Eddy current Ultrasonic Laser 

Measurement 

object 
Solid Almost all Metal Almost all Almost all 

Measurement 

distance 
Short Normal Short Long Short 

Measurement 

accuracy 
High High High Low High 

 

Table 5: 3D measurement methods (Shinoda and Nagata, 2015) 

Type Method Accuracy Work Size Characteristic 
Application 

Examples 

L
as

er
 

R
ad

ia
ti

o
n
 

Pattern projection method ~ 0.05 mm Several meters 
High precision 

measurement
Assembly improvement 

Light-section method ~ 0.08 mm 
Dozens of 

meters

Portable 

measurement

Process improvement of 

manufacture 

Time-of-flight method ~ 2.00 mm Several meters 
Wide range 

measurement
Measurement in a house 

D
ig

it
al

 

P
h
o
to

g
ra

p
h
 Photometric-stereo method ~0.085mm Several meters 

Inline point 

measurement

Calibration of construction 

equipment 

Structure from motion (SfM) ~0.025mm Several meters 
Easy point 

measurement

Measurement of flatness of 

sheet-metal 

SfM & MVS (multi-view stereo) ~ 10.00 mm
Several hundred 

meters

Camera + software 

Cheap & wide range
Large scale measurement 

 

7.1.1 Displacement measurement 

Displacement measurement can be divided into the high accuracy measurement generally used 

at the specimen level and large-scale level used for monitoring. At the specimen level, displace-

ments are measured using contact and noncontact systems, as reported in Table 4. 

At the large-scale level, three dimensional (3D) measuring devices are well suited for measuring 

displacements. Measurement systems can be classified into the laser irradiation and camera 

photographing types shown in Table 5 following Shinoda and Nagata (2015); employed to 

determine the construction position for large structural projects, 3D shape measurement, etc.  

 

7.1.2 Strain/stress measurement 

Strain measurement is commonly acquired using electrical resistance strain-gauges and optical 

methods such as the photoelastic method. In addition to electrical resistance and optical methods, 

there are various measurement methods applied in accordance with specific test purposes. These 

are divided into point measurement (point-by-point local measurement) and full field 

measurement relative to a finite area size. Each feature is summarized in Table 6 and 7. 
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Table 6: Point strain measurement methods 

Method Measured value 
Conversion to 

Strain/Stress
Measurement Range 

Electrical resistance 

strain gauges 

Gauge metal electrical resistance 

change.  

Resistance change is converted to 

voltage using a Wheatstone bridge 

circuit.  

Point Strain 

 

By using change of electrical 

resistance and gauge factor. 

Normal type: +/- 2% ε 

 

Post yield type: +/- 20% ε 

 (-20 ~ 80 °C) 

 

Displacement meter 

Contact type 

Non-contact (laser) type 

Change of gauge length. Point Strain 

= (change of gauge length) / 

(gauge length)

Dependent on the 

resolution of the 

displacement-meter.

X-ray stress 

measurement  

Change of distance between lattice 

planes based on crystal diffraction. 

 

Point Stress/Strain using the 

angle between normal line 

of lattice plane and that of 

specimen surface, and the 

diffraction angle.

Elastic-Plastic stress can 

be measured. 

Neutron diffraction 

measurement 

Change between lattice planes 

based on crystal diffraction. 

 

Point Stress/Strain. 

Measures the stress at a 

deeper location than X-

Rays.

Elastic-Plastic stress can 

be measured. 

 

Table 7: Field strain/stress measurement methods 

Method Measured value 
Conversion to 

Strain/Stress
Measurement Range 

Photo-elastic  Stress distribution by the double 

reflex of polymer material. 

Stress distribution 

(principal stress 

difference).

It is dependent on the model 

size. 

Moire  Distance between Moire pattern. 

The grid which were attached to the 

object surface and reference grid are 

superimposed optically, and the 

Moire pattern arises due to 

deformation of the object.  

Strain distribution 

ε = p / d 

p: pitch of reference grid 

d: distance between Moire 

pattern 

 

Surface of object attached 

grid; 

• Geometric Moire 

= 0.025 ~ 0.05 

mm 

• Moire 

Interferometry 

= .001 ~ 0.01 mm 

Holographic  Diffracted light field scattered from 

the object. 

 

Strain distribution 

(out-of-plane 

displacement) 

Measuring range is small 

(< several cm Accuracy < 0.1 

μm) 

Speckle  Movement of the speckle pattern 

which arises laser beam interference. 

Strain distribution 

 
Accuracy < 10 με 

Measurement time < 10ms

Thermo-elastic  Temperature change accompanying 

elastic deformation. 

Stress distribution 

Cyclic loading is required.

Dependent on the resolution 

of the Thermo-viewer.

Stress Paint  State of paint crack on surface of 

objects: Number and direction of 

crack. 

Maximum strain 

distribution (principle 

stress).

Sensitivity is low 

(700 - 800 με) 

Image 

Correlation  

Distance between dots on material 

surface.  

Stress distribution on the 

surface of object. 

It is dependent on the 

resolution of the CCD 

camera. 

 

Residual stress can also be measured using some of the techniques listed in Tables 3 and 4. 

Ficquet et al. (2013) presented a classification of various measurement methods for residual 

stresses based on the measurement depth and the depth of removed material. High accuracy in 

the residual stress measurement is important for the evaluation of fatigue and buckling strength. 

Kleiman et al. (2012, 2013) developed an ultrasonic computerized complex for the measure-

ment of residual stresses. The average through thickness stresses can be measured using the 

acoustic-elasticity effect; according to which the velocity of elastic wave propagation in solids 

is dependent on the mechanical stress. Examples of non-destructive evaluation of stresses are 

shown in this paper as well as the verification of the method effectiveness. Sotoudeh et al. 

(2013) investigated residual stresses in steel-to-nickel dissimilar joints by using Neutron Dif-

fraction Technique.  
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7.1.3  Force measurement 

There are basically two kinds of load cells to measure forces:  

• Strain-gauge (SG) type 

• Piezo-electric (piezo) type 

The SG-type load cell consists of a transducer element, deformed by the applied force, on which 

the strain gages are attached. The voltage output signal from the strain gages is related to the 

applied force. A piezo-electric sensor (crystal piezo electricity sensor) consists of two sets of 

quartz plates and an electrode foil in the middle. Since the crystal generates an electric charge 

proportional to the load applied along a specific crystal direction, the strain can be measured 

via the piezo-electric effect. Using a charge amplifier, the electric charge is converted into a 

voltage signal related to the applied load. The strain-gauge type sensor has little data drift and 

is therefore well suited for long-term monitoring applications. On the contrary, the piezo-elec-

tric type sensor presents a small amount of drift requiring zeroing before measurements and 

dedicated processing. In comparison with the strain-gauge type sensor, the piezo crystal ele-

ment generates an electric charge only when the applied force is changed and the piezo-electric 

sensor itself has a higher natural frequency; making it well suited for dynamic motion and time-

varying force measurement. 

7.1.4 Pressure measurement 

There are various kinds of pressure sensors used for different measurement conditions, pressure 

range and sensing material. Due to the bending deformation of the sensor diaphragm in contact 

with the fluid, pressure can be convertible into other physical quantities such as deformation. 

In turn, this deformation is transduced into an electrical output like voltage or current depending 

on the device. Pressure can then be calculated based upon the area of the loaded diaphragm. 

The most common types of pressure transducers are reported below. 

(i) Wheatstone bridge 

The strain-gages connected to a Wheatstone bridge configuration is the most common pressure 

sensor. This type of sensor can meet the demand of various accuracy, size, strong nature, and 

cost testing requirements. The bridge base sensor can measure absolute pressure, gauge pres-

sure, and differential pressure in high or low voltage applications. The strain gauges are used 

for detection of deformation of the pressured diaphragm. 

(ii) Electrical capacitance  

The electrical capacitance pressure sensor utilizes the capacitance change between a metal dia-

phragm and a fixed metal plate. The capacitance between the two metal plates changes with the 

distance between metal plates resulting from the applied pressure. 

(iii)  Piezoelectric 

The piezoelectric type sensor uses only the electrical property of the crystal oscillator. The 

crystal generates an electric charge when deformation takes place. This charge is then converted 

to a proportional output voltage with the aid of an amplifier. The applied pressure is measured 

by output voltage. Piezoelectric sensors are sensitive to the influence of shock and vibration. 

(iv) Optical fibre 

Optical fibre type sensors can also be used to measure pressure. Wakahara et al. (2008) devel-

oped the affix-type multipoint pressure sensor by using Fibre Bragg Grating (FBG) technology. 

In this study, the FBG pressure sensor was affixed to the fore and aft-body surfaces of a model 

ship during resistance tests. The optical fibre sensor allowed for the measurement of multi-point 

pressure on curved surfaces of a ship with temperature compensation. The measured pressures 

were compared with the result of CFD calculations and found that the FBG pressure sensor 

effectively measured multipoint pressure on the surface of the model ship during resistance 

tests. 



ISSC 2018 committee V.2: EXPERIMENTAL METHODS 111

 

 

 

 

The bridge-based and the piezoelectric type sensors are most commonly used as pressure trans-

ducers because of their simple structure and excellent durability. Thus, they are comparatively 

low cost and well suited for a multi-channel system. Generally, the foil strain gauge is used 

with high pressure (up to 700 MPa) application. The electric capacity type and the piezoelectric 

type pressure transducer are generally stable and linear; however, when compared with other 

pressure sensors, the setup is complicated and can be easily subject to the influence of heat. The 

piezoelectric type sensor is excellent when the response to pressure change is measured. It is 

therefore well suited for pressure measurement of fast phenomena, such as explosion problems. 

7.1.5 Acceleration measurement 

Accelerometers are used to measure the acceleration (velocity change rate) of an object. Accel-

erometers are classified in Table 8. 

Table 8: Acceleration measurement methods. 

Method Frequency 

Max. 

Acceleration 

(G) 

Sensitivity Principle/Characteristic 

Piezoelectric 

type 
~10 kHz 50,000 +/-1~2 % 

The piezoelectric acceleration sensor is measur-

ing acceleration using the piezo-electric effect. 

Servo type DC ~ 300 Hz 10 +/-1 % 

Since small and high-accuracy measurement is 

possible, it is used in broad fields such as vibra-

tion measurement and seismic observation 

Strain gauge 

type 
DC ~ kHz level 1,000 +/-1 % 

There are metal type and semiconductor type 

which use the strain gauge for the relative-dis-

placement detection sensor. 

Semiconduc-

tor-type 
Hz~10 kHz level 20,000 +/-1 % 

These use MEMS (Micro Electro Mechanical 

Systems) technology. 

• Capacitance type 

• Piezoresistance type 

• Thermal detection type 

 

Table 9: Comparison between Optical Sensing Technologies (distances are approximate). 

Technologies Topology Range Temperature Strain Pressure Vibration 

OTDR Distributed < 70 m Yes Yes No No 

ROTDR Distributed < 20 km Yes No No No 

BOTDR Distributed < 50 km Yes Yes No No 

FBG Multi-Point < 50 km Yes Yes Yes Yes 

Fabry-Perot Single-Point < 10 km Yes Yes Yes Yes 

 

7.1.6 Multi-variable measurements  

(1) Fibre Optic  

The fibre optic sensor has an optical fibre connected to a light source to allow for detection in 

tight spaces. The fibre optic sensor is available for measuring most physical data such as tem-

perature, strain, pressure, vibration, etc. Since the sensor assembly is constituted from glass, the 

optical fibre sensor does not require electric supply, shows excellent explosion-proof perfor-

mance and resistance to thunderbolt and electromagnetic induction noise. A particular feature 
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of fibre optic sensors is its ability to connect multipoint sensors using one optical fibre. Some 

typical optical fibre sensors are listed below and summarized in Table 9. 

• OTDR (Optical Time Domain reflectometer). The fracture location and bending point 

of an optical fibre are detectable. Example: Maintenance of fibre optic cable, Falling-

stone detection, Watergate opening-and-closing detection.  

• ROTDR (Raman Optical Time Domain Reflectometer). The temperature distribution 

along optical fibre is measured. Example: Temperature monitoring of a power cable, 

fire detection in a tunnel.  

• BOTOR (Brillouin Optical Time Domain Reflectometry). The strain and temperature 

distribution along optical fibre are measured. Example: Measurement of strain distribu-

tion of bridge / large structures, slope failure detection. 

• FBG (Fibre Bragg Grating). Distortion, temperature, pressure, etc. are measured using 

the reflected light of the diffraction grating formed in optical fibre. Application: strain, 

vibration, displacement, temperature, pressure measurement of the structure. 

• Interferometric sensor (Fabry-Perot optical fibre). The interference phenomenon by 

composition of two waves is extracted. Application: strain, vibration, temperature, pres-

sure, shock strain measurement of the structure, sonar. 

 

(2) Digital Image Correlation  

Digital Image Correlation (DIC) is a full-field image analysis method based on grey-scale digital 

images that can determine the contour and displacement field of an object in three dimensions 

under load. The accuracy of the Digital Image Correlation system with high-speed digital cameras 

was thoroughly investigated in both field and laboratory conditions by Schmidt et al. (2005a). 

Rigid body panel translation results, conducted in-situ on a test range, matched a calibrated 

micrometer within 1.09% for 0.1-inch increments from 0.1 to 1.0 inches with greater accuracy 

for most increments. The dynamic displacements from a bend and release laboratory test closely 

matched those from a laser interferometer, and strains from the same test matched both strain 

gauges and calculated values. The worst-case error for dynamic displacement was 1.27 %. The 

technique is broadly applicable for air blast deformation measurements, crash testing, high strain 

rate testing, and other dynamic phenomena. Catalanotti (2010) applied the DIC method to 

measure the crack resistance curves in CT and CC test specimens manufactured using cross-ply 

CFRP composite laminates. The measurement fields are the basis for the rigorous determination 

of the surface crack or kink-band tip (in the absence of delamination) location, and for the 

automatic computation of the J-integral. The comparison between the R-curves obtained in CT 

specimens using the FE-based post-processing and the DIC-based method indicates that the 

results are virtually the same and that the DIC method proposed is a valid alternative to measure 

R-curves associated with longitudinal tensile failure mechanisms in composite materials.  

 

7.2 Novel measurement Techniques  

This section concerns the most significant advances made in sensor technology to address sensor 

size, network configuration and power consumption challenges. More specifically, 

microelectromechanical systems have reduced sensor size significantly, wireless sensor networks 

have expanded the scope of sensor applications, and energy harvesting devices on-board sensor 

systems now support remote sensing capabilities. The following sections provide a summary of 

microelectromechanical systems, wireless sensor networks and energy harvesting devices. 

 

7.2.1 MEMS 

Microelectromechanical systems (MEMS) are sensor systems micro-machined into silicon, 

glass, ceramics, polymers, titanium or tungsten. MEMS are commonly micro-machined out of 

silicon due to its affordability and the availability of micro-machining infrastructure within the 

electronic integrated circuit industry (Maluf et al., 2004)). MEMS machined shape and design 
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are customized for a particular application to utilize piezoresistive, piezoelectric and thermoe-

lectric effects. Examples of MEMS pressure, accelerometer and angular rate sensors are also 

reported in Maluf et al. (2004). The pressure sensor in Figure 7 utilizes piezoresistors on the N-

type (negatively charged silicon) layer to convert the stress in the N-type layer (produced by 

pressure on the layer) to voltage. The sensitivity of the pressure sensor can be adjusted by the 

N-type layer thickness and piezoresistor positioning in the areas of highest stress concentration 

with identical resistance (Maluf et al., 2004). Piezoresistors without identical resistance will 

result in zero offset and affect the quality of the sensor measurement. The accelerometer shown 

in Figure 8 also utilizes piezoresistors to convert the acceleration of the MEMS inertial mass to 

voltage. Acceleration of the MEMS sensor causes the inertial mass to rotate about the hinge, 

displacing the piezoresistors.  

The size and relatively inexpensive cost of MEMS sensors make them an attractive alternative 

to conventional sensors. Calibration and accuracy of the MEMS sensors is one challenge that 

may result in poor sensor system performance. The following sections present methods and 

challenges of MEMS calibration as well as some examples of MEMS application. 

 

  

 

Figure 7: Piezoresistive pressure sensor 

(400 µm x 800 µm x 150 µm) converting 

stress in N-type layer to voltage (from 

Maluf et al., 2004). 

 

Figure 8: Piezoresistive accelerometer 

converting inertial mass displacement to 

voltage through piezoresistors (from Maluf et 

al., 2004). 
 

(1) MEMS Sensor Error and Calibration 

One particular application of MEMS sensors is within a navigation aid inertia measurement 

unit (IMU). An IMU consists of accelerometers and gyroscopes (angular-rate sensors) to meas-

ure the position of an object in six degrees of freedom. The accuracy of the IMU gyroscope and 

accelerometer is important when considering the amount of drift that develops from an accel-

erometer or gyroscope with bias offset or noise. As such, it is important to verify the MEMS-

based IMU is sufficiently accurate for its application. To quantify the accuracy of an IMU, a 

grade scheme is proposed in (Barbour, 2010) (shown in Table 10) as a function of the MEMS 

bias stability (bias rate).  

Table 10: Navigation IMU grade levels (reproduced from Barbour, 2010).  

Application 

Grade 
Commercial Tactical Navigation Strategic 

 

Gyroscope > 1 deg/s ~ 1 deg/h 0.01 deg/h ~0.001 deg/h 
 

Accelerometer > 50 mg ~ 1 mg 25 µg ~1 µg 
 

 



114 ISSC 2018 committee V.2: EXPERIMENTAL METHODS

 

 

 

Generally, MEMS inertial sensors are calibrated within the laboratory before deployment into 

the field. Unfortunately, the installed environmental conditions, age of the sensor and run-to-

run biases and thermal drifts are dynamic in nature and require infield calibration (Barbour, 

2010). This is especially accurate for low-cost MEMS-based inertial sensors which suffer from 

large errors due to temperature dependence (Barbour, 2010). The review paper by Barbour 

(2010) provides an extensive summary of inertial sensor errors and calibration techniques in 

the laboratory and field.  

MEMS-based inertial sensors are subject to deterministic and random classes of errors. Deter-

ministic errors are a result of the system properties or manufacturing defects and removed 

through calibration (Barbour, 2010). Deterministic errors include:  

• Bias: A nonzero output when no load input is applied. Bias is divided into static (offset), 

dynamic time varying (bias drift) and dynamic temperature varying (temperature drift).  

• Scale Factor Error: When the ratio between the rate of change of output to the rate of 

change of input in is not consistent.  

• Non-orthogonality Misalignment Error: The misalignment of the sensor sensitive axis 

with the platform axis.  

Unlike deterministic errors, random errors cannot be corrected through calibration algorithms. 

Random errors require a stochastic modelling approximation in order to minimize their effect 

on the system reading. The calibration techniques reviewed in Barbour (2010) are generally 

categorized as:  

• Calibration with High-Precision Equipment: Installing the IMU onto a levelled turntable 

(single or multi-axial) coupled with specific techniques, Kalman filtering and optimiza-

tion algorithms to determine the precise inertial sensor error coefficients 

• Calibration without Equipment Multiposition-based: Utilizes the Earth’s gravity and ro-

tation rate during infield calibration to determine the error coefficient 

• Calibration without Equipment Kalman Filter-based: Utilizes Kalman filtering tech-

niques to estimate the navigation state as well as the calibration error coefficient  

• Camera-IMU Self-Calibration: IMU self-calibration via joint camera utilizing object 

shape and motion to estimate calibration parameters 

Some of the concluding remarks indicate additional work is required to incorporate nonlinear 

scale factors, magnetic disturbances and g-dependent bias in the calibration algorithms. When 

reviewing the different calibration methods within (Barbour, 2010) it is important to consider 

that the paper focuses on low-cost MEMS. Different grades of IMUs will have different 

sensitivities and calibration requirements. The following section on MEMS applications 

highlights several comparisons between conventional and MEMS-based sensor systems. Once 

the sensor systems were compared they were used on a normal and abnormal motor to detect 

the associated faults using a wireless sensor system. Test results indicated that low-cost MEMS-

based sensors are sufficiently accurate to replace conventional sensors. 
 

(2) MEMS application examples 

An example of a MEMS application in a harsh environment is the early work of Stauffer (2006). 

In this paper, the MEMS accelerometer is subject to 10,000 successive shocks of 1,000 g (sensor 

mounted onto a M16 gun) and remains within the required specification, unfortunately not further 

clarified. In addition to the extreme shock loads, the MEMS products were demonstrated to fully 

function from -120oC to 180oC. The grade of the MEMS sensors or the specification tolerances 

are not provided; however, this is a promising example of MEMS applications in harsh 

environments.  

A comparison of MEMS-based accelerometers and current sensors was reported in Son et al. 

(2016) for machinery fault diagnosis applications. Conventional and MEMS-based accelerom-

eters were subject to periodic and impulsive excitation using a calibration exciter and modal 
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impact hammer, respectively. The MEMS-based accelerometer was consistent with the con-

ventional accelerometer for the frequency excitation; however, some variation was observed in 

the impulsive test amplitude and wave form. Variations observed in the impulsive excitation 

were likely a result of difference in mass between the two accelerometers. The paper also eval-

uated the performance of a MEMS-based current sensor with two conventional current sensors 

using different magnitudes of 60Hz AC electricity. Test results showed that the MEMS-based 

sensor had higher noise levels and showed more sensitivity at lower frequencies.  

The works by Bryne et al. (2016) evaluated two low-cost MEMS IMUs using nonlinear ob-

server (NLO) theory for attitude estimation and virtual vertical reference (VVR) measurement 

in heave estimation. Performance of the MEMS-based IMUs were compared to measurements 

by proven sensor systems for marine surface vessels. In the works of Bryne et al. (2016) they 

acknowledge that MEMS sensor errors include: bias, noise (internal and external), nonlinearity, 

scale factors, cross-coupling and g-sensitivity. It was assumed that the nonlinearity, scale fac-

tors, cross-coupling and g-sensitivity sensor error were accounted for by the IMU manufacturer 

and neglected in this study. An offshore supply vessel operating in the North Sea with a Rolls-

Royce Marine dynamic positioning (DP) system was used to evaluate one STIM300 and 

ADIS16485 MEMS IMU. The MEMS IMUs (and NLO theories) were compared using station 

keeping with the DP system and manoeuvring over two hours. The study found that the choice 

of NLO theory has a greater influence on the sensor performance than the IMU. The results of 

the manoeuvring study found that the attitude estimation of the MEMS IMU was within ac-

ceptable limits; however, the heave estimate was ‘marginally acceptable’.   

 

7.2.2 WSN 

The advent of wireless sensor networks (WSNs) has provided a solution for sensor networks in 

environments too harsh for or without access to a consistent power source. A WSN consists of 

sensor nodes to measure, store, process and transmit data wirelessly to a base station(s) which 

receives, compiles, stores and transmits the sensor data to a server network. Generally, the base 

station and server network have access to a constant power source with the sensor node relying 

on its own power source to perform its duty. Some application examples include:  

• Railway condition monitoring (Hodge et al., 2015): WSN utilizing fixed MEMS sensors 

with energy harvesting and mobile base station on the locomotive. 

• Animal tracking (Zebranet) (Puccinelli and Haenggi, 2005): WSN using mobile low-

power global positioning system with peer-to-peer data swaps for improved database 

reliability.  

• Smart power grid (Fadel et al., 2015): Groups of WSNs to monitor power generation, 

transmission and consumption.  

• Building response to seismic events (Torfs et al., 2013): WSN using MEMS accelerom-

eters and strain gauges with line-of-site linkage with base station.  

• Self-healing mine field (Rolader et al., 2004): WSN which uses RF to autonomously 

reposition mines in an anti-tank mine field.  

• Sniper locator (Maroti et al., 2004): WSN utilizing hundreds of sensors to self-localize 

and use acoustic principals to locate a sniper in an urban multi-path environment.  

 

The performance of the WSN is highly dependent on the capability and reliability of the sensor 

nodes ability to measure, process, store and transmit data to the base station. The following 

sections will focus on the sensor to base station layout, protocols, challenges and potential 

solutions of WSN.  
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(1) Sensor Node 

The sensor node is required to perform its specific measurement function as well as process and 

store the data until it is transmitted to the base station while using a remote power supply. 

According to Rawat et al. (2014), a sensor node consists of: 

• Sensor suited for its application, 

• Energy source and storage, 

• Processor/microcontroller for data manipulation, 

• System protocols,  

• Memory for data storage, and 

• Transceiver to transmit data to the base station. 

  

Some available sensor node examples are IRIS (Memsic (2017a)) and MICAz (Memsic, 

2017b), both used in large scale networks (over 1000 nodes) for building monitoring/security 

to measure high speed acoustic, video and vibration data, IMote2 (Crossbow, 2017), used for 

condition health, vibration and seismic monitoring and analysis as well as digital image pro-

cessing, Waspmote (Libelium, 2017), highly customizable sensor node with 120 different sen-

sor applications and 16 different wireless communication interfaces, and WiSMote (WiSMote, 

2017), used for measuring temperature, luminosity and acceleration (3-axis). For each sensor 

node component listed above there are layouts, specialized components and protocols devel-

oped to optimize the node and network capability and reliability. 

(2) Sensors 

The low power requirements of WSNs mean MEMS sensors are well suited; however, many 

applications include traditional sensor devices. A detailed review of sensor types is listed in 

Section 7.1.  

Table 11: Energy consumption of common sensor node platforms (from Shaikh and Zeadally, 

2016). 

  IRIS MicaZ IMote2 Waspmote WiSMote 

Radio Standard 
802.15.4/

ZigBee 

802.15.4/Zi

gBee 
802.15.4 

802.15.4/Zi

gBee 

802.15.4/Zig

Bee/6LoWP

AN 

Microcontroller 
Atmega12

81 

ATMEGA 

128 

Marvell 

PXA271 

Atmel 

Atmega 

1281

MSP430F54

37 

Sleep 8µA 15µA 390µA 55µA 12µA 

Processing 8mA 8mA 
31-

53mA
15mA 2.2mA 

Receive 16mA 19.7mA 44mA 30mA 18.5mA 

Transmit 15mA 17.4mA 44mA 30 mA 18.5mA 

Idle - - - - 1.6mA 

Supply 

2.7-3.3V 

(2x AA 

Battery) 

2.7V (2x 

AA Battery)

3.2V (3x 

AAA 

Battery)

3.4-4.2 V 

(battery) 

2.2-3.6V (2x 

AA battery) 

Average - 2.8mW 12mW - - 

 

(3) Energy Source/Storage 

Sensor nodes require a remote source of power from either battery, USB or energy harvesting 

device. Sensor nodes equipped with energy harvesting capability need a converter to convert 

the energy and store it in a supercapacitor or recharge a battery (Shaikh and Zeadally, 2016). 

The power requirements of currently available sensor node platforms are listed in Table 11. 
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Each sensor platform is customizable to the project measurement and transmission require-

ments. The sample and transmission rates will increase the power requirements of the unit. 

Therefore, assume the listed power requirements are a minimum for the listed platforms. 

(4) Microcontroller 

Sensor nodes are generally equipped with a microcontroller or processer to manage/compute 

the data processing as well as store and send data to the base station. The sensor node instruc-

tions (sampling, transmission and storage rate and range), updates and protocols are managed 

by the microcontroller. Sensor node data processing includes data validation (Hodge et al., 

2015) by analysing sensor and data status to determine the presence of sensor faults, data noise 

or null values and minimize communication errors. 

 

Table 12: Summary of WSN standards and technical details (from Rawat et al., 2014). 

 

  
Frequency 

(ISM)  

Max 

Data 

Rate 

Range 
Battery 

Life 

Network 

Topology 

Power 

Consumpti

on

Target 

Market/Applicatio

n  

IEEE 

802.1

5.4 

(ZigB

ee) 

868/915 

MHz: 2.4 

GHz 

250 kbps 100 m  
Days-

years 

Star, P2P, 

Mesh 
Low 

Smart-meter, 

Smart grid devices 

UWB 

IEEE 

802.1

5.4a 

3.1-10.6 

GHz 

110 

Mbps 
10 m  Multi-year   Low 

Real-time monitor 

and track location 

(Indoor) 

Blue-

tooth 
2.4 GHz 3 Mbps 

10-100 

m  
  P2P Low 

Consumer 

electronics 

BLE 2.4 GHz 1 Mbps 200 m  
Months - 

Years
P2P  Ultra-low 

Health fitness, 

Smart devices 

Z-

wave 
sub - 1 GHz 40 kbps 30 m  Multi-year Mesh  Low 

Home automation, 

security, consumer 

electronics 

ANT 2.4 GHz 1 Mbps   Year 

Star, P2P, 

Tree, 

Mesh

Ultra-low 

Health Fitness, 

Heart-rate monitor, 

Speed sensors 

Wave

nis 

868, 915, 

433 MHz 
100 kbps 1-4 km  Multi-year P2P Ultra-low 

M2M, smart 

meter, Telemetry, 

Home automation 

Dash7 433 MHz 200 kbps 2 km  Multi-year   Low 

Mobile payments, 

Smart meter, 

Supply chain 

EnOc

ean 

868; 315 

MHz 
125 kbps 300 m  

Battery-

less 
  Ultra-low 

Building, 

Industrial 

automation self-

powered sensors, 

switches.  

 

(5) Protocols 

The data transmission component of the WSN consumes the most power (Magno et al., 2013). 

It is therefore important to set the sensor node protocols to minimize data transmission and 

extend battery life. Protocols are the procedures the WSN follows to optimize the battery life 

of the sensor nodes and meet the requirements of the application. The following protocol ex-

amples from an open system interconnection model (Hodge et al., 2015) consisting of five lay-

ers in the protocol stack with data transmission planes:  

• Physical layer: Manages how data is transmitted to the network from the sensors.  

• Data link layer: Manages the network topology (tree, mesh, etc.) 

• Network layer: Manages how the data is transmitted through the data (in data packets 

for example).  
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• Transport layer: Manages sending and receiving of data. 

• Application layer: Manages software data access.  

• Power management plane: Manages sensor node power consumption. 

• Mobility management plane: Manages the location of the sensor nodes (especially im-

portant in mobile WSNs). 

• Task management plane: Manages node groups to ensure power and data generation 

levels are in line. 

 

(6) Memory and data transmission 

Data storage volume on board the sensor node is customizable to the application sample rate, 

data processing and transmission rate. The sensor node may be required to store and pro-

cess/prepare large volumes of data before the transceiver is able to transmit the data to the base 

station. Data transmission between the sensor node and the base station is generally transmitted 

via wireless communication standards such as IEEE 802.11 (WiFi) and IEEE 802.15.4 (short 

range, low power and low data rate wireless sensor communication) (Rawat et al., 2014). IEEE 

802.15.4 specifies the physical and medium access control (MAC) lower layers of the protocol 

stack. The upper layers of the protocol stack are defined by 6LoWPAN (Montenegro et al., 

2007), Zigbee, ISA1001.11a and WirelessHART (Kim et al., 2008). Some examples of emerg-

ing wireless technologies include; Bluetooth low energy, ZigBee green power, Wi-Fi direct and 

EnOcean (Rawat et al., 2014). A technical summary of the WSN standards/technologies are 

provided in Table 12. 

7.2.3 Energy Harvesting Devices 

There are many energy harvesting devices that can be used in sensor nodes to support power 

requirements. Available energy sources include radio frequency (RF), solar, thermal, fluid 

flow-based, wind, microbial fuel cell (using microorganisms to convert chemical energy to 

electrical energy) and mechanical-based energy (vibrations, pressure and stress-strain) which 

utilize electromagnetic, electrostatic and piezoelectric methods to convert the energy to elec-

tricity. Each energy source can be harvested and used to charge a battery or supercapacitor or 

directly power the sensor node (assuming the energy source is constant and regular). 

RF-based energy harvesting converts radio waves from a radar or antenna to DC power through 

a conditioning phase (Kausar et al., 2014). The type of condition and efficiency is dependent 

on input power range (distance between source and receiver), application requirements, source 

power and antenna gain. The RF source may be the base station in a WSN, data mule or dedi-

cated source in positions throughout the sensor field when a reliable external power source is 

available. As the distance between the source and sensor node increases, the converted power 

decreases. In order to boost the power, the sensor node conditioning phase can include: Multi-

stage Villard Voltage Multiplier circuit, Multistage Dickson Charge Pump, or Multistage Cock-

croft-Walton Multiplier (Shaikh and Zeadally, 2016). Examples of RF-based energy harvester 

are passive radio frequency identification tags used to track animals or near field communica-

tions between smartphones.  

Solar energy harvesters utilize the photovoltaic effect to convert solar rays to DC power through 

silicon-based cells. The most effective way of utilizing a solar harvester is by storing the energy 

in a supercapacitor or battery and using the energy when required (Shaikh and Zeadally, 2016). 

Similar to the customization of WSN for a particular application, the solar panel size, cell com-

position and efficiency are also customizable for off-the-shelf sensor nodes. Some challenges 

with respect to photovoltaic cells are the variability of sunlight and cleaning frequency (Hodge 

et al., 2015). 

Thermal energy harvesters utilize the Seebeck effect to convert the temperature differential 

across a thermoelectric generator (TEG) to power (Shaikh and Zeadally, 2016). The usability 
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of thermal harvesters is a balance of the TEG characteristically low efficiency and high relia-

bility. Some examples of thermoelectric harvesters include wearable TEG used in wireless area 

body networks to monitor physiological parameters. Wearable TEGs use the temperature dif-

ferential between the room and body to produce approximately 0.026 mW for 36oC/30oC tem-

perature differential (Shaikh and Zeadally, 2016).  

A comparison between different energy harvesting sources and associated power density are 

listed in Table 13. By comparing the power density in Table 13 with the average power 

requirement of the MicaZ node platform in Table 12, one can compute the proportion of the 

node power supplied by an individual or series of energy harvesters for a particular application. 

 

Table 13: Energy harvesting methods used for WSNs (reproduced from Kausar et al., 2014). 

Energy 

Source 
Classification Power Density Weakness Strengths 

Solar power Radiant Energy  100 mW/cm3 Require exposure to light, low 

efficiency for indoor devices 

Limitless use 

RF waves Radiant Energy  0.02 µW/cm2 at 

5km 

Low efficiency for indoor Limitless use 

RF energy  Radiant Energy  40 µW/cm2 at 10m Low efficiency for out of line of sight Limitless use 

Body heat Thermal Energy  60 µW/cm2 at 5oC Available only for high temperature 

differences

Easy to build using 

thermocouple  

External heat Thermal Energy  135 µW/cm2 at 

10oC 

Available only for high temperature 

differences

Easy to build using 

thermocouple  

Body motion Mechanical Energy  800 µW/cm3 Dependent on motion High power density 

Blood flow Mechanical Energy 0.93 W at 100 

mmHg 

Energy conversion efficiency is low High power density 

Air flow Mechanical Energy 177 µW/cm3 Low efficiency for indoor High power density 

Vibration Mechanical Energy 4 µW/cm3 High power density  

Piezoelectric Mechanical Energy 50 µJ/N High power density  

 

7.3 Big-data analysis 

The reduction in sensor size, sensor application variability, sample rate and network means that 

the collected data from experimental tests of health monitoring has the potential to get to Big 

Data levels. Examples of Big Data volume, veracity, variety and visualization in the literature 

with respect to marine and offshore structures is limited. The available literature consists of 

news articles and marketing material for different companies and class societies offering their 

services in the Big Data space (e.g., Antuit, 2016). The initial goal of this section is to capture 

the technical details of Big Data applications to marine and offshore structures. Unfortunately, 

the bulk of the literature pertains to data collection, sorting, storage and retrieval on an electrical 

or network system level (e.g., Pantelimon et al., 2016; Perner, 2015; Spaho et al., 2015; Simms, 

2015; Tan et al., 2016); outside the scope of ISSC. Alternatively, a high-level review of Big 

Data and its role in the maritime industry is provided.  

7.3.1 Values of Big Data as a Technology  

Today, Big Data (technology) is considered valuable to address the following challenges in and 

of data (DNV-GL, 2014; IBM, 2014; Huang et al., 2014; Kambatla et al., 2014; Koga, 2015; 

Lovoll and Kadal, 2014; Tableau, 2017; Wang, 2017) – Volume, Velocity, Variety, Veracity 

and Visualization.  

• Volume 

Volume is the value of Big Data that most believe (Lu et al., 2015). The reality is that 

most of our maritime data is remotely comparable in size with those in the financial or 

pharmaceutical industry. 
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• Velocity  

Velocity of data in motion makes data bigger. With the current costs of satellite com-

munication, it is not feasible to “stream” data from a remote offshore rig every single 

second. Usually, a ship exchanges data onshore via satellites once every two to three 

hours or a few minutes. This pragmatism slows down the move of the maritime data, 

and consequentially, prevents our data from becoming “big”. 

• Variety  

It characterizes the daily routines of the brave souls offshore. Sailors steering a powered 

ship in rough seas rely on a variety of information or data, such as forecast of weather 

and seas, route and location, vessel speed, fuel consumption, emission, machine health 

and efficiency, cargo delivery and so on. 

• Veracity  

Veracity of data is a challenge. Maritime data is inherently associated with uncertainties 

and flaws. Like all other industries, it is a lasting challenge to deal with data quality 

(Hazen et al., 2014; Kwon et al., 2014; Lin et al., 2015).  

• Visualization 

This is an opportunity being explored. Charts, diagrams and dashboards are proven mar-

vels for visualizing insights gained from data analysis. If delivered in a secured cyber 

space, the modern visualizations would enable faster decision-making that leads to bet-

ter operational efficiency. 

 

The maritime industry is busy harnessing the technological advantages in Variety, Veracity and 

Visualization, while keeping an eye on the rising opportunities in Volume and Velocity.  

 

7.3.2 Recent Activities in the Maritime Industry  

Activities in development and adoption of Big Data are seen in classification societies, OEMs, 

in addition to technology start-up companies. 

 

(i) Classification societies 

Classification societies see the importance in data and have identified data as a strategically 

important area for future shipping industry and class services. The American Bureau of Ship-

ping (ABS) views Big Data as one of the key technologies that support future classification 

services (ABS, 2015; Howard, 2016). They conducted a Proof of Concept project (Wang and 

Hu, 2016a) to investigate the feasibility of Big Data for maritime use and the gap in adoption 

of Big Data technologies. DNV-GL (2017) has launched a new industry data platform – “Ve-

racity” – to help the maritime industry improve its profitability and explore new business mod-

els through digitalization. This data platform is designed to help companies improve data qual-

ity and manage the ownership, security, sharing and use of data. Lloyd’s Register (2014,a,b) 

describes the importance of Big Data in shipping and offshore oil and gas industries, and listed 

data management and data analytics as key technologies that the industries will invest in now 

and in the near future (LR, 2016). Class NK (2015, 2016) established a Ship Data Center with 

partners of IT companies and Japan’s shipping companies. The intent is to collect shipping 

related data. 

(ii) OEMs 

OEMs intend to build technology-driven services for maintenance of equipment and systems. 

With more and more “smart” products sold, OEMs are trying to capitalize the large volume of 

data from sensors that are built into their machinery products. Predictive analytics are used 

more and more to support condition-based maintenance (CBM) and alike to rationalize the 

maintenance scheme that has been largely age or calendar-based. Big Data as a technology is 

increasingly integrated into CBM to:  
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• Extract, move, store data related to machinery condition  

• Assess the machine’s health and efficiency  

• Predict the future condition  

• Optimize the maintenance program 

• Report for regulatory compliance 

 

A notable example is GE Predix (GE, 2015; Dittrick, 2016), an industrial IoT platform, which 

is specifically designed for the unique and complex challenges of industrial data. Predix is de-

veloped to drive the digital transformation of GE’s own businesses across 10 industries. This 

unique and flexible platform is built with some Big Data technology for managing the entire 

flow of data. 

(iii) Start-ups 

Big Data has been favoured by companies building new services.  Some have shown tangible 

promises. AIS data service deals with vessel tracking data (or AIS data) in a similar way to GPS 

data and has become free and available to the general public. Some companies have gone one 

step further - generating operational profiles from many vessel’s AIS data (Armstrong, 2013; 

Mathews, 2016). This leap forward was made possible with Big Data, where AIS data (with 

inherent uncertainties) are collected and processed at scale and speed. The insights gained from 

analysis would tell how a vessel is most likely operated, which is a key input to optimization of 

ship operations and designs. Another example is provided by performance benchmarking. As 

more organizations adopt performance evaluation schemes in guiding designs and operations, 

how to quickly gather data from a large pool of vessels is identified as a challenge. Big Data 

offers tools that meet the required agility in data extracting, transformation and processing.  

Industrial projects and start-up companies have demonstrated the great potential of Big Data as 

a cost-effective, agile tool for gathering and aggregating data in different formats from various 

sources (Tan et al., 2015; Wang and Hu, 2016). 

 

 

Figure. 9: The power (5 V’s) of Big Data to the maritime industry 

versus its full potential as a technology (Wang, 2017). 

 

7.3.3 Status of Maritime Application of Big Data 

Big Data as an IT has advanced to a great level of maturity as Gartner’s Hyper Cycle claimed 

over the last few years (Gartner, 2017). At briefly explained in the last sub-section, the maritime 

industry is now mostly exploring Big Data with growing expectation (Dugan et al., 2014), and 

has not yet reached the stage when our industry enjoys the fruits that Big Data as a technology 

can bring to us (Wang, 2016b). 
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7.3.4 Future Potentials of R&D 

As the industry is increasingly digitized, Big Data and technologies that support data will continue 

to be a focal point of R&D (Wang et al., 2015; Wang, 2016b). As the maritime industry is still 

exploring the vast possibilities that Big Data may offer, we can foresee continued interest in 

research and product development. As always, some areas are promising, and some are yet to 

prove the values.  Expectedly, opportunities of Big Data come from at least the following areas 

• Near term potentials are in AIS data, predictive analytics, and performance evaluation.  

• Long term potentials are in data management (Hadoop, data lake, data mart, etc.), cy-

bersecurity (ABS, 2016), IoT (Le et al., 2015), autonomous shipping, and alternative 

inspections.  

Worth noting the challenges of Big Data adoption. They come from a variety of angles, from 

resistance to data sharing, costs of emerging technologies, knowledge and skill gaps, to reluctance 

to investing in R&D during the current economy with prolonged low oil prices. 

 

7.3.5 Conclusions 

Big Data has been a buzz word in the maritime industry for some time.  Many have come to 

realize that the technology will greatly improve how we manage data at scale and how we use 

data.  The industry is undergoing a tremendous change towards digitalization (Aspera, 2017).  

Emerging technologies such as Big Data will lead to transformation of the maritime industry. 

 

 
 

Figure. 10: Big Data as an IT has matured to the stage of “slop of enlightenment”, while the 

maritime industry still views it with great expectations (Wang, 2016). 

 

 

8. CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE WORK 

Following the path set by the mandate, this report has presented in a systematic and orderly 

manner basic concepts and recent advancements in structural testing related to ship and offshore 

structures.  

Most of the techniques for ‘dry’ testing of structures at a specimen or component level share a 

common background with mechanical or civil engineering, and for this reason benefit of well-

established approaches coded by standards over time. Notwithstanding these similarities, the 

importance of accurate experimental investigations supporting design and maintenance of ship 

and offshore structures is the reason for further improvements of techniques for material testing. 

As attention moves to ‘large scale’ (here the expression denotes also the scaled representations 
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of full-scale structures) or the sea environment becomes part of the experimentation, the pecu-

liarity of the naval constructions emerges, and experimentation must find its own way to address 

specific issues and needs (welded structures, likely presence of defects, corrosion, testing under 

water and ice environmental conditions, etc.). Challenges in structural scaling are still ahead 

and improvements in scaling laws may add more value to certain type of tests in the future. 

Miniaturization of sensors as well as the decrease in equipment cost invite us to plan experi-

ments with sensor arrays instead of using just few sensors. As the number of sensor increases, 

efficient transmission of information becomes critical, and each sensor as a source of data be-

comes the node of a network. Each node may even provide multiple outputs, integrated or not 

in the same sensor, or even more complex information as in the case of the fatigue damage 

sensor (FDS). This concept is at the foundation of the wireless sensor networks, where the 

concern for cabling issues is reduced to a minimum. Aiming to increase the spatial resolution 

or to cover a larger domain, field measurements like digital image correlation (DIC) provide a 

contactless approach to the measurement of deformations and crack propagation. Extending the 

DIC capability to track dynamical problems and to sense multiple domains (e.g., solid & fluid) 

is probably the next step but calibration and accuracy requirements of DIC are still a concern. 

The huge amount of data made available by complex measurement systems, especially if sparse 

and heterogeneous, fall typically into the ‘Big Data’ problem. Applications in the maritime field 

seem promising (monitoring of climate and metocean conditions by means of the ship-buoy 

concept, optimal routing, SHM of fleets) but data sharing and assessment of data quality are 

issues requiring further assessment also in ship and offshore engineering.  

Another valuable trend is provided by the integration of experiments and numerical simulations. 

Traditionally, the link has been ‘one-way’, with data flowing from experiments to the validation 

of numerical simulations. In the opposite sense, also experimentation often benefits of numeri-

cal simulations for the design of experimental setups and for performing a sensitivity analysis 

to estimate the propagation of experimental uncertainties. Also for Structural Health systems, 

the cross-flow of experimental, monitoring and design data is essential. Hybrid methods instead 

pave the way for bi-directional ‘coupling’ between experimentation and simulations. In this 

perspective, virtual sensors can be defined expanding numerically the measurement datasets, 

different sources of information (data fusion) can be mixed, missing physics can be inserted 

into the experiment by driving dedicated hardware (e.g., as in the hardware-in the-loop ap-

proach). 

A committee’s growing perception has been that full-coverage of the topics related to structural 

experimentation cannot be achieved without continuing the committee activity; as a leading 

example, composite materials testing, neglected in this report due to lack of space and specific 

expertise, call for being prioritized in the next committee mandate. Moreover, selected bench-

marks – addressing for instance scaling, test reproducibility, miniaturization and integration of 

sensors along with new emerging techniques - will undoubtedly provide the opportunity to get 

a qualified insight into challenging experimental problems and techniques in a more critical 

way.  
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