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Abstract. We introduce 3000PA, a clinical document corpus composed of 3,000 
EPRs from three different clinical sites, which will serve as the backbone of a na-
tional reference language resource for German clinical NLP. We outline its design 
principles, results from a medication annotation campaign and the evaluation of a 
first medication information extraction prototype using a subset of 3000PA. 
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1. Introduction 

Clinical reports and free text entries in electronic patient records (EPR) are a rich 
source of medical information with high added value for clinical decision making [1]. 
Yet, this knowledge is mostly verbally encoded, thus making it hard to be harvested 
automatically. Fortunately, biomedical natural language processing (NLP) technology 
has matured significantly over the years and, hence, unstructured knowledge in verbal 
form can be extracted from clinical narratives for the benefit of patients [2]. 

Despite the huge amounts of raw text stored in clinical information systems, these 
textual resources are by no means easily accessible for another reason. Strict legal rules 
for the protection of patients’ data privacy prohibit the transfer of clinical documents 
from the hospital to external sites, e.g. NLP labs. For instance, the workflow developed 
for the i2b2 challenge competitions [3] to share clinical documents in conformance with 
legal rules—1) complete pseudonymization of textual occurrences of 18 well-defined 
Protected Health Information categories (for a complete list, cf. [3]), 2) approval of the 
de-identified clinical documents by institutional review boards, and 3) release of anon-
ymized data on the basis of Data Use Agreements (DUA)—is effective within the con-
text of the Anglo-American legal culture only. (National) European law is much more 
restrictive, so that, up until now, only very few non-English corpora have been released. 
This situation has a massive negative effect on improving clinical NLP tools, since 
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sharable, open-source language resources—corpora and software—are at the heart of 
NLP research as they play a pivotal role for performance testing and classifier training. 

A recently started large-scale national funding initiative in Germany 2  aims at 
changing this situation fundamentally by the concerted effort of researchers from clini-
cal medicine, medical informatics, and major IT companies. The SMITH consortium,3 

one of the four major players in this initiative, incorporates lead members from the 
universities and university hospitals in Leipzig (UKL), Jena (UKJ) and Aachen (UKA). 
As a first result of the collaboration under the SMITH umbrella, the 3000PA corpus has 
been set up. It will serve as a backbone for a national reference corpus of German lan-
guage clinical documents to be made accessible on an on-demand basis via Data Inte-
gration Centers that act as trustful information brokers for all kinds of service requests. 

2. Related Work 

In the US, the past decade has seen a series of clinically oriented NLP shared tasks. 
Prominent examples are the “TREC Precision Medicine / Clinical Decision Support 
Track” as part of the “Text Retrieval Conference” (TREC),4 the NLP branch of the “In-
tegrating Biology and the Bedside” (i2b2) initiative, 5  and, since 2015, “Clinical 
TempEval”,6 a challenge campaign mainly organized by NLP researchers with a focus 
on temporal orderings of clinical events. From these activities, de-identified and seman-
tically annotated clinical corpora have emerged which can easily be acquired, in a de-
identified form, by signing a DUA. Accordingly, for clinical NLP with focus on the 
English language, there are plenty of resources available. For the non-English language 
communities, however, less comfortable conditions prevail. Only very few EU coun-
tries follow the DUA policy, such as reported for a clinical adverse drug reaction corpus 
for Spanish [4] or a comprehensive Dutch clinical corpus [5]. Some labs working on 
non-English languages have announced plans for releasing their resources, e.g., for 
French [6], Polish [7] or Swedish [8]. Apparently, these plans have not been fully real-
ized as, to the best of our knowledge, none of these corpora is currently DUA-available 
for the research community. Another source for medical language resources in Europe 
derives from the “CLEF eHealth” initiative.7 Established in 2013, this series of health-
related challenges led to the preparation of several corpora—mostly for English, but 
also for other European languages. However, they are typically very small and only 
available for usage directly related to the respective task, i.e., neither usable later on nor 
available for the research community independent of the specific CLEF task. 

For German-language medical corpora the situation is even worse: all clinical cor-
pora are only available for the research staff within the lifetime of a project and remain 
inaccessible forever for the outside world. We here briefly mention those which contain 
at least 300 clinical documents. FRAMED [9], the first published German-language 
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medical corpus ever, consists of a mixture of roughly 300 clinical reports, textbook 
fragments and consumer-related health texts annotated with low-level linguistic meta-
data (up to the level of parts of speech). In 2012, [10] assembled a corpus of 544 clini-
cal reports from various medical domains (e.g., echocardiography, EEG, lung function, 
X-ray thorax) for an information extraction (IE) task. From a clinical data warehouse 
with roughly 70,000 clinical reports, [11] selected 660 de-identified transthoracic echo-
cardiography reports for IE. In 2016, [12] collected 450 surgery reports to build lan-
guage models adapted to metadata from two German medical thesauri. In the same year, 
[13] developed an annotation schema for the nephrology domain using 1,725 discharge 
summaries and clinical notes. A collection of 1,696 de-identified clinical in- and outpa-
tient discharge summaries were assembled from a dermatology department for an unsu-
pervised abbreviation detection procedure [14] and supervised machine learning using 
an SVM for abbreviation and sentence delineation [15]. Recently, [16] mention a cor-
pus composed of 3,000 chest X-ray reports used for term extraction to support IE. 

3. 3000PA Corpus — Corpus Design and Annotation of Medication Information 

In a consortium-wide effort within SMITH, we requested from each clinical site involved 
(UKA, UKJ, UKL) EPRs of deceased patients (for data privacy reasons) for a six-year 
cohort (2010-2015) treated in either internistic or ICU units for at least 5 days. We then 
sampled roughly 1,000 clinical documents (mostly, discharge summaries) from these 
EPRs per site and so created the 3000PA corpus with approximately 3,000 clinical 
documents. The multi-site composition policy is unique since, up until now, corpora 
were assembled from single hospital sites only.  

After collection, the documents from 3000PA were manually annotated for medica-
tion information. This topic had already been investigated in the Third i2b2 Challenge 
for English clinical documents [17] and we replicated this study for German clinical 
language using 3000PA. Annotation guidelines were formulated by iteratively adapting 
the i2b2 instructions for the English language [18], to the German clinical language. 
Just as for English, our scheme covers medication (drugs) experienced by the patient, 
dosage (the amount of a particular drug given to the patient), mode (the way the drug 
was administered), frequency (how often each dose of the medication was given), dura-
tion (over which period of time the medication was given) and the medical reason for 
which the medication was given. At each of the three local SMITH sites, annotation 
teams were formed (five students of medicine at UKJ, two and one documentation 
officer/s each at UKL and UKA, respectively) supervised by the Annotation Manage-
ment Team in Jena. Due to legal restrictions only the staff at a respective site was al-
lowed to engage in the annotation process of their local documents. 

Given the time constraints of the pilot, we were able to annotate 960/850/550 dis-
charge summaries from UKJ/UK/UKA, respectively, altogether 2,360 (from a maxi-
mum of 3,000) clinical narratives using the BRAT annotation tool.8 Annotation quality 
could only be measured for UKJ where we managed to multi-code 52 documents by all 
five annotators. We used the elastic centroid approach for matching [19], the F1-score 
metric for assessment (depending on centroid matching criteria) and computed inter-
annotator agreement (IAA) values for this document set (cf. Table 1). IAAs ranged in 
the (higher) nineties for medication, dosage, and frequency, in the lower eighties down 
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to the sixties for mode and (lower) seventies for duration, while they plummeted to the 
forties for reason. These tendencies were amplified when the matching criteria were 
chosen increasingly selectively (see the lower three rows in Table 1). 

Table 1. Overview of average Inter-annotator Agreement (IAA) of five annotators  (highlighted in bold) 
(with standard deviation ) and the performance of JUMEX in terms of F1 scores (highlighted in bold), 
Precision (P) and Recall (R) (t describes the threshold and b the boundary of the centroid algorithm [19]). 

 
Medication Dosage Frequency Mode Duration Reason 
F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) F1      (P/R) 

t = 2, 
b = 0 

 .93 (.95/.92) .95 (.95/.94) .95 (.95/.96) .80 (.83/.78) .70 (.71/.70) .52 (.51/.54) 

 .02 (.02/.03) .02 (.01/.02) .03 (.03/.03) .07 (.07/.08) .04 (.05/.06) .12 (.11/.15) 

JUMEX .64 (.76/.55) .85 (.83/.86) .81 (.87/.76) .55 (.58/.51) .38 (.36/.41) – 

t = 3, 
b = 2 

 .93 (.92/.94) .96 (.96/.97) .95 (.93/.96) .81 (.77/.85) .74 (.68/.82) .39 (.33/.53) 

 .03 (.02/.03) .02 (.02/.02) .03 (.03/.03) .06 (.07/.07) .04 (.04/.06) .07 (.09/.09) 

JUMEX .65 (.76/.56) .84 (.81/.87) .82 (.87/.77) .56 (.57/.56) .41 (.35/.49) – 

t = 4, 
b = 3 

 .88 (.82/.95) .91 (.87/.96) .92 (.88/.96) .59 (.49/.73) .64 (.52/.83) .28 (.20/.60) 

 .01 (.01/.03) .01 (.01/.02) .02 (.02/.02) .02 (.04/.03) .03 (.05/.04) .09 (.09/.08) 

JUMEX .65 (.75/.58) .83 (.80/.87) .82 (.87/.77) .58 (.55/.62) .40 (.33/.50) – 

4. Medication Information Extraction from the 3000PA Corpus 

The semantic metadata from 3000PA were taken to build a pilot system that automati-
cally extracts medication information from this corpus and to evaluate its performance. 
The first prototype of the medication extractor we developed, JUMEX, is based on the 
MEDXN system [20]. Its rule base was adapted to German, exploiting “Rote Liste”9 as a 
task-specific terminological resource for the German language. The F1 scores for 
JUMEX are also depicted in Table 1. We achieved good coverage for frequency and 
dosage (in the eighties), mediocre quality for medication (in the mid-sixties) and mode 
(in the upper fifties), and rather low performance for duration (in the forties). The at-
tribute reason (for administering the medication) was too complex to be adequately 
covered by the current version of JUMEX. Note that these results, although they com-
prise the first ones published for German clinical documents, are not really competitive 
because of the limited time we could spend on prototype development (just one week). 

5. Conclusions 

We briefly described the activities to set up 3000PA, a preliminary version of the first 
national reference corpus for German clinical documents composed of roughly 3,000 
clinical reports from three different German hospitals. To demonstrate its usability, we 
annotated around 2,400 of these documents at all sites for medication information (in-
volving six attributes per medication statement). We then set up JUMEX, a preliminary 
medication extraction prototype for German. This endeavour replicated work for the 
German language that had originally been conducted for English in the i2b2 Challenge. 
Future work will not only focus on extending 3000PA, but also enriching it by addi-
tional clinically relevant metadata (entities such as diseases, diagnoses, therapies). 
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