
Unsupervised Abbreviation Expansion in Clinical Narratives 

Michel Oleynika, Markus Kreuzthalera,b, Stefan Schulza 

a Institute for Medical Informatics, Statistics and Documentation, Medical University of Graz, Austria 
 b CBmed GmbH, Center for Biomarker Research in Medicine, Graz, Austria 

 

Abstract 

Clinical narratives are typically produced under time pressure, 

which incites the use of abbreviations and acronyms. To expand 

such short forms in a correct way eases text comprehension and 

further semantic processing. We propose a completely unsuper-

vised and data-driven algorithm for the resolution of non-lexi-

calised and potentially ambiguous abbreviations. Based on the 

lookup of word bigrams and unigrams extracted from a corpus 

of 30,000 pseudonymised cardiology reports in German, our 

method achieved an F1 score of 0.91, evaluated with a test set 

of 200 text excerpts. The results are statistically significantly 

better (p < 0.001) than a baseline approach and show that a 

simple and domain-independent strategy may be enough to re-

solve abbreviations when a large corpus of similar texts is 

available. Further work is needed to combine this strategy with 

sentence and abbreviation detection modules, to adapt it to ac-

ronym resolution and to evaluate it with different datasets. 
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Introduction 

Clinical narratives are typically produced under time pressure. 

Besides incomplete sentences and typing errors, a typical man-

ifestation of this is the tendency towards short forms like acro-

nyms and abbreviations [1–3]. Their widespread use compli-

cates further semantic processing and makes text understanding 

difficult, not only by laypersons, but also by clinicians from dif-

ferent disciplines or professional groups. In the context of large-

scale concept mapping of medical texts for secondary use [4], 

the first processing steps are commonly devoted to text cleans-

ing. This involves the correction of misspellings, the identifica-

tion of sentence delimiters, and the expansion of short forms. 

The use of abbreviations is especially pronounced in agglutina-

tive languages such as German, in which single words are often 

formed by composition of morphemes, normally stems and af-

fixes. The longer such a word grows, the more easily its com-

pletion can be guessed. Typing under time pressure therefore 

tends to stop close to the ending and an abbreviation marker is 

set. Thus, so-called ad-hoc abbreviations are created. Interest-

ingly, the trailing period, required by German grammar to mark 

abbreviations, is mostly set, even in non-standard clinical nar-

ratives. It is also important to note that German requires capi-

talisation of all nouns, not only proper names, a rule commonly 

followed in clinical notes. 

In combination, these characteristics lead to several NLP chal-

lenges related to the ambiguity of the period mark, which can 

be: (a) the trailing character of an abbreviation; (b) a sentence 

delimiter; or (c) both. Sentence delimitation, tokenization, and 

abbreviation resolution are, therefore, hardly separable tasks.

Regarding abbreviation resolution, three specific tasks are com-

monly listed: abbreviation detection, sense detection, and sense 

disambiguation. While the first is related to the disambiguation 

of the period character, the second and third relates to the sense 

expansion and its disambiguation, respectively. 

Our recent work has focused on the first task, viz. abbreviation 

detection, first with a supervised approach based on support 

vector machines [5] and then with an unsupervised strategy that 

combined co-occurrence information with a large abbreviation-

free domain dictionary [6]. The current paper will focus on the 

expansion (second task) and disambiguation (third task) of so-

called period abbreviations, i.e. tokens that include a period 

mark as their rightmost character. The proposed approach is 

completely unsupervised. 

Period abbreviations are clearly distinguished from acronyms, 

which consist mostly of upper case letters, never end with a pe-

riod, and often represent multiword terms (e.g. “MI” for “myo-

cardial infarction”). They are also distinct from other abbrevia-

tions that do not end with a period (e.g. “Ca”, which stands both 

for “Cancer” and “Calcium”). 

Period abbreviations have, therefore, the following characteris-

tics: (i) they abbreviate mostly single words; (ii) their first char-

acter always coincides with the first character of the word they 

abbreviate; (iii) in most cases, the string left of the period equals 

a string of characters from the left side of the abbreviated word. 

Moreover, we distinguish between lexicalized period abbrevia-

tions and ad-hoc period abbreviations. Whereas the left sub-

string rule can normally be taken for granted for the latter ones, 

lexicalized period abbreviations can be easily expanded via a 

lexicon. We also distinguish between unambiguous and ambig-

uous period abbreviations. General and domain specific dic-

tionaries often list more than one sense for an abbreviation, es-

pecially for very short ones. Longer, ad-hoc period abbrevia-

tions are normally unambiguous. Conversely, single letter ab-

breviations like “E.” in “E. coli” for “Escherichia coli” are al-

most always ambiguous. 

The following work is limited to period abbreviations that can-

not be unambiguously resolved by lookup in a general or med-

ical domain lexicon. We also do not consider the special case 

where two period abbreviations are glued together thus forming 

one token, e.g. “St.p.” = “St. p.” = “Status post” (Latin for “his-

tory of”). It furthermore ignores the resolution of ordinal num-

ber expressions, for which in German the use of the period char-

acter is mandatory, such as “2.” for “2nd”. Consequently, the 

focus of our investigation is only on non-lexicalised, suppos-

edly ad-hoc abbreviations. 

Our hypothesis is that a high efficiency of abbreviation expan-

sion can be obtained in a fully unsupervised fashion, i.e. with-

out the (often considerable) effort of producing manually anno-

tated training data. We thus hypothesize that if a clinical collec-

tion is sufficiently large, all knowledge needed is present 

therein. 

MEDINFO 2017: Precision Healthcare through Informatics
A.V. Gundlapalli et al. (Eds.)
© 2017 International Medical Informatics Association (IMIA) and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-830-3-539

539



Materials and Methods 

Cardiology corpus 

We tested our approach on a corpus of 30,000 pseudonymised 

discharge summaries from the cardiology department of the 

Graz University Hospital, the second largest hospital in Austria. 

The documents were written by German-speaking physicians. 

Figure 1 shows a typical sample from our corpus. 

 

Figure 1 – Example snippet with ad-hoc abbreviations, 

e.g. “systol.” for “systolisch” and “Fkt.” for “Funktion” 

We first split the corpus into 90% for training and 10% for test-

ing. Two hundred random substrings (100 characters) centred 

around a period character (followed by a single space) were ex-

tracted from the training corpus as source for building a valida-

tion set, in which 147 (73.5%) valid abbreviations were manu-

ally expanded by the third author, a physician. The period 

marks in the remaining substrings were considered out of scope 

for this work (see Introduction for our scope definition). Suc-

cessive experiments were performed with this set. For the final 

evaluation, a set of 301 text snippets from the test set was used, 

of which 200 (66.4%) were considered valid abbreviations. The 

surrounding context, together with the original text corpus, al-

lowed for unambiguous manual expansions in all cases. We re-

port results from both sets. 

N-gram lookup lists 

Two frequency tables were created out of the tokenised training 

corpus, viz. a unigram list U and a bigram list B. The tokeniza-

tion process ignored period characters, so that they are included 

in the tokens. Also, as capitalization is an important feature in 

German and properly used in our corpus, the n-grams were not 

normalised. The lists were arranged in decreasing order of fre-

quency. Corpus frequencies were calculated for all 155,801 to-

ken types and all 803,243 bigram types. 

Abbreviation and expansion assumptions 

An expansion E is a valid expansion of an abbreviation A (with 

its abbreviation mark, i.e. the final “.” character, stripped) if: 

• E does not end with an abbreviation mark (“.”); 

• E is at least one character longer than A; 

• E has only alphabetic characters. 

Additionally, we define the relative gain G(A,E) as the ratio of 

the length difference to the abbreviation length, as seen in 

Equation 1. The intuition behind this restriction comes from the 

                                                           
1 For example, Pathology would preferably be abbreviated as Path., as Pat. 

would be ambiguous with Patient. 

observation that longer words are rarely abbreviated by overly 

short strings, as this may lead to ambiguity1. Nonetheless, they 

are seldom abbreviated by very long forms either, because the 

“economy” of using an abbreviation mark would be minimal. 

 

 �(�,�) =
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�������(�)
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 (1) 

 

Thus, we add extra assumptions regarding relative gains: 

• G (A,E) is greater than 0.01; 

• G (A,E) is lower than 6. 

Finally, two matching types are distinguished, one of which 

must be true: 

• Strict matching: A is a left-sided substring of E; 

• Relaxed matching: all characters of A are contained in 

E in the same order. The first character of the abbrevi-

ation equals the first character of the full form. 

While the strict matching accounts for the general case (e.g. 

“maximal” abbreviated as “max.”), its relaxed version allows 

the correct matching of “Tbl.” to its expanded form “Tablette”. 

Resolution strategy 

Our resolution strategy is based on the co-occurrence of adja-

cent tokens where one of the tokens appears both in shortened 

and expanded forms in the corpus. As an example, “A. subcla-

via” can be correctly resolved to “Arteria subclavia”, as the lat-

ter is the most common expanded form that matches the abbre-

viation prefix (see Figure 2). To this end, the bigram frequency 

list is used. Only when the right or left context does not provide 

any valid expansions, the unigram frequency list is looked up. 

 

 

Figure 2 – Bigram lookup strategy 

Considering an abbreviation A, its left context token L and its 

right context token R, we propose the following algorithm to 

guess its expanded form E. Every lookup is performed in se-

quence, hereafter denominated combined approach, until a 

valid expansion is found. 

• Lookup in B for the first bigram L E or E R where E is 

a valid expansion of A with strict matching; 

• Lookup in B for the first bigram L E or E R where E is 

a valid expansion of A with relaxed matching; 

• Lookup in U for the first unigram E where E is a valid 

expansion of A with strict matching; 

• Lookup in U for the first unigram E where E is a valid 

expansion of A with relaxed matching. 

1) Stark vergrößerter li. Ventrikel mit 

dünner Wand und höhergr. reduz. systol. 

Fkt.; EF: ca. 25- 30%; diffuse 

Kontraktilitätstörung; Schaukelbewegung des 

LV bei LSB.  

2) Li. Vorhof leicht vergrößert;   

3) Re. Vorhof leicht- bis mittelgr. 

vergrößert;  

4) Re. Ventrikel normal groß, normale 

Rechtsventrikelfunktion;  

5) Aortenklappe morphol. und funktionell 

normal; 

6) Mitralklappe morphol. unauff.; mittelgr. 

MINS; als Mechanismus der MINS besteht eine 

Ringdilatation;  

7) Trikuspidalklappe unauff.; leichte 

TRINS; systol. Pulmonalisdruck ca. 45 mmHg; 

M. Oleynik et al. / Unsupervised Abbreviation Expansion in Clinical Narratives540



In the special case where any of the contexts L or R is also an 

abbreviation itself (e.g. “St. p.”), hereafter denominated pair-

wise abbreviations, two extra initial lookups are performed: 

• Lookup in B for the first bigram EL EA or EA ER where 

Ei is a valid expansion of i with strict matching; 

• Lookup in B for the first bigram EL EA or EA ER where 

Ei is a valid expansion of i with relaxed matching. 

Similarity index 

To overcome mismatches due to adjective inflection endings, 

which is typical for German, we consider guessed expansions 

E with similarity S (A,E) to the abbreviation A greater than 70% 

as a correct match, as seen on Equation 2. The threshold was 

empirically found in a conservative way. 

 

 �(�,�) = 1 −
����������(�,	)

���(��������
,������(	))
 (2) 

Evaluation 

We report precision, recall and F1 score of our algorithm. Pre-

cision is defined as the ratio of correctly expanded tokens to all 

resolved abbreviations. Recall is defined as the ratio of cor-

rectly expanded tokens to all abbreviations [7]. To overcome 

high precision rates expected when the method gives only ex-

pansions with high confidence, F1 score is defined as the har-

monic mean between precision and recall, with equal weights. 

Additionally, we define unigram lookup with relaxed matching 

as a baseline strategy, with which other strategies are compared. 

We perform a Chi-square test (Fisher’s exact test) to verify if 

the differences are statistically significant and not by chance, 

with � = 0.05. 

Source code 

The source code was made available under Version 2 of the 

Apache License at https://github.com/michelole/abbres. 

Results 

We report results for every lookup considered separately and in 

the combined approach in Table 1. Bigram strategies, as well as 

pairwise with strict matching, showed the highest precision 

rates, but low to moderate recall. When combined with the 

lower precision unigram approach, we boosted recall to 0.91, 

thereby achieving an F1 score of 0.91 in the combined approach 

(measured in the test set). The combined approach is statisti-

cally significant better (p < 0.001) than the baseline approach 

(unigram with relaxed matching). Bigram with relaxed match-

ing is statistically significant better (p < 0.05) than the baseline. 

Any pairwise approach is statistically significant worse (p < 

0.001) than the baseline approach. Other approaches showed no 

statistically significant differences to the baseline. 

Investigation of errors shows two main patterns: (i) abbrevia-

tions preceded or followed by a number (e.g. “52 jähr. Patien-

tin”, which should expand to “52 jährige Patientin”, German 

for “52 years old patient”); and (ii) abbreviation pairs (e.g. “Z. 

n.”, which should expand to “Zustand nach”, German for “state 

after”, i.e. “clinical history of”). We relate the former problem 

to the lack of any value normalisation (e.g. the conversion of 

“52” to “00”), which distributes frequencies in the bigram list 

over every number possibility. Even though we specifically ad-

dressed the latter problem in our pairwise resolution strategy, 

some abbreviation pairs are still ambiguous (“Z. n.” could also 

be expanded to “Zeit normal”, German for “normal time”) and 

a larger context window might be needed. 

Discussion 

Related work 

Several works have been published on the problem of clinical 

abbreviation detection, expansion, and disambiguation, with 

different approaches, languages and types of data. 

Pakhomov [8] used a semi-supervised Maximum Entropy 

model for disambiguation of different short forms in a given 

context. The system was evaluated exploiting a dataset of about 

10,000 rheumatology notes from the Mayo Clinic. Extended 

context information as well as different models trained on dis-

ambiguating one specific acronym yielded about the same ac-

curacy of 0.89 for acronym and abbreviation normalization 

compared to using one model for the normalization task. The 

hypothesis that similar context information of abbreviations 

and acronyms compared to their resolved form supports correct 

normalization in context could be exploited and confirmed in 

this work. 

Joshi et al. [9] compared three different supervised machine 

learning approaches for acronym expansion: Naïve Bayes Clas-

sifier, Decision Trees and Support Vector Machines. All three 

models achieved an accuracy of over 0.90. The feature set con-

sisted of part-of-speech tags, unigrams, bigrams and a combi-

nation of all of them. A flexible window chosen to catch a cer-

tain level of occurrence information of lexical features had a 

significant impact on the overall evaluation efficiency. 

Suominen et al. [10] provided an overview of the ShARe/CLEF 

eHealth Evaluation Lab 2013, in which Task 2 was focused on 

normalization of abbreviations and acronyms to UMLS concept 

unique identifiers (CUIs). The challenge used data from the US 

intensive care publicly available in the MIMIC-II dataset, orig-

inally annotated to build the ShARe corpus. The corpus was 

further enhanced with annotations regarding abbreviations and 

acronyms text spans and mappings to UMLS codes. The best 

team obtained an accuracy of 0.72. 

Later, Mowery et al. [11] compared the efficiency of participat-

ing systems to a majority baseline and with variable majority 

sense distribution. They observed that a majority approach per-

formed second best (accuracy of 0.69), given that an estimate 

of around 81% of short forms have no ambiguity (one unique 

sense) or low ambiguity (two or more senses, with one inci-

dence over 80%). The only winning system showed a slight im-

provement (accuracy of 0.72) with a hybrid technique that ex-

ploits the same differences in abbreviation frequency and am-

biguity. 

Siklósi et al. [12] addressed the abbreviation resolution problem 

in Hungarian ophthalmological notes, a language with less lin-

guistic resources available. They specifically dealt with long se-

ries of abbreviations commonly found in their documents. The 

impact of an external lexicon (built out of 3,329 ICD de-

scriptors), a handmade lexicon (with a size of 44 entries) and 

the corpus itself in the abbreviation expansion phase was eval-

uated. Additionally, the influence of the context window (from 

zero to three tokens) and corpus size (with a total of 2,008 doc-

uments) in the final expansion efficiency was measured. The 

expansion strategy leveraged regular expressions built out of 

the abbreviations and matched (i) again the corpus and (ii) 

against the lexicons. In the disambiguation phase, their system 

used a weighted ranking score based on features such as the size 

of the longest and shortest span covered. We calculated an F1 

score of 0.85 from the reported precision (0.93) and recall 
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Table 1 – Correct counts (C), precision (P), recall (R) and F1 score with different strategies and in a combined approach 

(* denotes p < 0.05; ** denotes p < 0.01; and *** denotes p < 0.001) 

Strategy Training (n = 147) Test (n =200) 

 C P R F1 C P R F1 

Unigram   

 Relaxed 91 0.62 0.62 0.62 146 0.73 0.73 0.73 

 Strict 105 0.76 0.71 0.74 158 0.81 0.79 0.80 

Bigram   

 Relaxed 119*** 0.91 0.81 0.86 165* 0.92 0.83 0.87 

 Strict 108* 0.94 0.73 0.82 157 0.95 0.79 0.86 

Pairwise   

 Relaxed2 24*** 0.63 0.16 0.26 49*** 0.80 0.25 0.38 

 Strict 29*** 0.91 0.20 0.32 47*** 0.90 0.24 0.37 

Combined   

 136*** 0.93 0.93 0.93 182*** 0.91 0.91 0.91 

 

(0.78) metrics. Moreover, their experiments showed that “con-

sidering the tokens without any context always performed 

worst” and “a context larger than one token […] has a positive 

effect only if the manually created lexicon is not used”. 

Wu et al. [13] applied three different neural word embedding 

models, viz. SBE (surrounding based embedding feature), 

LR_SBE and MAX_SBE as additional features for a support 

vector machine to disambiguate abbreviations in context. The 

investigation used annotated abbreviation datasets from Van-

derbilt University Hospital’s admission notes and narratives 

from the University of Minnesota-affiliated Fairview Health 

Services. The MIMIC-II corpus was used to initialise the word 

embeddings using the algorithm proposed by Collobert et al. 

[14]. About 42,000 sentences with resolved abbreviations were 

used for evaluation, achieving a maximum accuracy of 0.96. 

Wu et al. [15] developed an open-source framework for clinical 

abbreviation recognition and disambiguation and evaluated it 

with a corpus from the Vanderbilt University Medical Center 

(VUMC) and in the ShARe/CLEF 2013 challenge corpus. They 

applied semi-supervised clustering methods for sense expan-

sion and profile-based word sense disambiguation. While the 

former depends on manual review of around 20 sense clusters 

for each abbreviation to create a sense inventory, the latter 

builds upon feature vectors representing different senses in a 

vector space model. Their system achieved an F1 score of 0.76 

in the VUMC corpus, and a 0.29 F1 score in the ShARe/CLEF 

dataset. 

Our method differs from most of the works being totally unsu-

pervised. Compared to Siklósi et al. [12], the main difference 

lies in the fact that our disambiguation strategy is also fully data 

driven and relies only on the frequencies of words and bigrams 

in a closely related corpus. Although we agree that a weighted 

ranking of features (e.g. combining the n-gram frequency to its 

type and relative gain) could improve the disambiguation pro-

cess, it would need additional annotations to optimize the 

weight coefficients, thereby transforming our strategy into a su-

pervised approach. Additionally, we did not observe the same 

incidence of abbreviation series in our corpus, which could ex-

plain our better results. Finally, we hypothesize that our much 

larger corpus (30,000 versus 2,008 documents) might have 

overcome the need of any lexicon. 

Limitations 

Our data-driven strategy might show suboptimal results in lan-

guages and subdomains with fewer data. It is also sensitive to 

spelling errors (e.g. “bds.”, German abbreviation for “both 

sides”, is at least once incorrectly written as “bdsl” in the corpus 

                                                           
2 The inclusion of the relaxed pairwise strategy did not improve results in the combined approach and is therefore excluded from it. 

— note that the “l” character is found near the “.” character in 

most keyboards). Although a minimum frequency could be en-

forced, preliminary experiments showed no improvement over 

training data. 

Furthermore, we propose some basic writing guidelines that 

could further improve the automated processing of clinical 

notes. Considering the abbreviation expansion and disambigu-

ation problem alone, guidelines should stress the importance of 

(a) correct capitalization (e.g. “Patient” instead of “patient”); 

(b) avoiding typos (e.g. “bdsl” instead of “bds.”); (c) marking 

abbreviations with a period mark consistently (e.g. “Tbl.” in-

stead of “Tbl”); (d) standardising double abbreviations, prefer-

ably with a space character (e.g. “St. p.” instead of “St.p”); and 

(e) separating numbers from their units (e.g. “10 mg.” instead 

of “10mg.”). These simple measures would ease data-driven ap-

proaches like ours by increasing the signal-to-noise rate. 

Future work 

Future work could start exploring the impact of value normali-

sation (i.e. the transformation of all numbers to a standard 

value) in the results. At least in the training set, this was noted 

as a common error pattern. 

Explorative work also suggests that our algorithm could be use-

ful for the expansion of abbreviations without the period mark, 

as well as for expanding non-lexicalized and ambiguous acro-

nyms. When uppercased and stripped of their abbreviation 

mark, abbreviations are similar to acronyms considering the re-

laxed matching strategy. However, many acronyms are rarely 

ever expanded, so that the clinical corpus might lack enough 

full forms. Therefore, other corpora may be necessary, thus 

complicating the disambiguation task. Our decision to focus on 

period abbreviations also makes it difficult to compare the re-

sults to other works that considered all kinds of short forms. 

The proposed strategy should also be evaluated in the broader 

context of a natural language processing pipeline, in which sen-

tence detection, tokenization, and abbreviation detection are 

performed together. The special case of glued (without a space 

mark) pairwise abbreviations (e.g. “St.p.”) might be better ad-

dressed with the correct output of a tokenizer. Nonetheless, cor-

rect abbreviation detection might be fundamental to distinguish 

between sentence delimiters and real abbreviations, thereby 

avoiding false positives. 

Apart from evaluation, the application of our method over a full 

sentence should be considered in the context of a Hidden Mar-

kov Model. Hence, the best sentence outcome might be ob-

tained via a dynamic programming algorithm such as the 

Viterbi algorithm. Larger windows, e.g. trigrams, could be then 
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exploited to assure maximal context. Suavisation (e.g. Good-

Turing) might be needed for cases unseen in the training set. 

Finally, we would like to evaluate our strategy in other subdo-

mains, other languages (e.g. English and Portuguese), and with 

different corpora sizes, both in publicly available and other re-

stricted corpora. However, our approach would be difficult to 

run in challenge datasets, like ShARe/CLEF 2013, because it 

needs a large related corpus as a key resource. For its practical 

use in clinical language processing this should not be a problem 

because electronic health record systems do not lack large 

amounts of text and the choice of domain specific corpora (e.g. 

cardiology, intensive medicine, nursing, radiology) can be done 

with attached metadata. 

Conclusions 

We presented a completely unsupervised approach to the prob-

lem of abbreviation expansion. We focused on non-lexicalised 

and ambiguous abbreviations, commonly created ad-hoc and 

therefore abundant in clinical narratives. Our strategy is based 

on bigram and unigram lookup and yielded a 0.91 F1 score 

when evaluated with a German cardiology corpus. The result is 

statistically significant better (p < 0.001) than a baseline ap-

proach. Our hypothesis that high efficiency rates can be ob-

tained in an unsupervised fashion was therefore not rejected. 

Hence, our work provides a successful and reusable method for 

abbreviation expansion. It improves text comprehension by 

non-experts and is supposed to improve processing of clinical 

texts, such as concept mapping and semantic analysis. 
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