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Abstract 

Historically, numerous indirect references to real world phe-

nomena have been conserved in literature. High-quality li-

braries of digitized books and their derivatives (like the 

Google NGram Viewer) have proliferated. These tools simpli-

fy the visualization of trends in phrase usage within the collec-

tive memory of language groups. A straightforward interpre-

tation of these frequency changes is, however, too simplistic to 

draw conclusions about the underlying reality because it is 

affected by several sources of bias. Although these resources 

have been studied in social sciences and psychology, there is 

still lack of user-friendly, yet rigorous methods for analysis of 

phenomena relevant for medicine. We present a methodologi-

cal framework to study relationships of observable phenome-

na quantitatively over periods, which span over centuries. We 

discuss its suitability for knowledge extraction from current 

and future large-scale, book-derived, n-gram collections. 
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Introduction 

It is a common in science for the phenomena of interest to be 

observed by proxy. Appropriate tools and methods are needed 

whenever direct measurement or inspection are unavailable or 

too complicated. A well-known example in the field of clima-

tology is the analysis of ice core records for the estimation of 

atmospheric carbon dioxide [1]. Measuring the proportion of 

air gases trapped in polar ice allowed approximating parame-

ters of atmospheric conditions along the last 800,000 years. 

Such information has redefined our understanding of the 

Earth’s climate. In this case, nature did the scientist’s job of 

archiving samples of air for hundreds of thousands of years, 

until our species developed and created a method to analyse 

the precious archived sample bank.  

We seek to develop an analogous method for studying rele-

vant phenomena for medicine and health. The described 

method would be also easy to exploit in other fields, e.g. in 

social sciences. A phenomenon might be anything (e.g. event, 

thing, situation, idea or sensation) that might be observed. On 

one hand, using the current epidemiological tools to research 

past phenomena would introduce recall bias and hide many 

environmental exposures because one simply forgets what 

happened many years ago. In other words, asking individuals 

about their expositions much earlier in their lives just would 

not work. For similar reasons, asking the respondents about 

the risk factor exposure of their great-grandparents would not 

work at all. It is therefore hard to analyse long-running health-

related phenomena of the past directly. On the other hand, the 

extraction of retrospective data from medical records is overly 

limited, because the current form of medical documentation is 

recent, having started approaching its current form only in the 

run of the last century [2]. In addition, medical language has 

constantly evolved, as did the concepts in physiology and pa-

thology. Many aspects of health today considered important, 

and thus relevant for research, were granted low priority in 

earlier decades. Diagnostic criteria frequently change, and 

diagnostic tools evolve rapidly, which further complicates the 

evaluation of long-term epidemiological data. Finally, the 

availability of medical care constitutes an additional bias 

whenever studying medical records. 

Therefore, to approximate and plot the temporal change in 

presence of a phenomenon, a source of coherent data is re-

quired. An ideal source must retain six properties of the ice 

core, viz. i) Populated with contemporary data; ii) Conserved 

unchanged until analysed; iii) Sufficiently large for an evalua-

tion iv) Attributable to a certain population; v) The circum-

stances of data entry are homogeneous; vi) The process of data 

entry is self-organized, not institutional (to avoid group bias).   

It seems that such a dataset exists. It is scattered across the 

world in the form of books in libraries. These books were 

written by authors who unwittingly – associatively (in fiction) 

or deliberately (non-fiction) reported on what they themselves 

saw/experienced (direct) or heard/read about (indirect obser-

vation) prior to writing. Once the books are digitised, their 

content can be reprocessed into databases of yearly n-gram 

frequencies [3]. By “n-gram”, we mean a space-delimited 

sequence of 1-grams. In this text, we use 1-gram interchange-

ably with token to denote a string of characters not separated 

by a space – mostly a word like “syphilis” or “antibiotic”. 

Regarding syphilis, Figure 1 depicts the frequency of its men-

tion in literature, growing in the era of industrialization and 

peaking during wars, accompanied by its then most popular 

mercurial therapy. Both the disease and the useless therapy 

were slowly extinguished after the discovery of penicillin.  

 

Figure 1 – The three plots, each sum of n-gram frequencies, 

from top: syphilis; traditional therapy; and effective therapy. 

In the following, we propose and discuss a method to study 

real-world phenomena by systematic analysis of their men-

tions in literature over time. After cautious exclusion of poten-

tial confounders, we expect this mirroring in literature can be 

used for a quantitative visualization of the change in the real-

world presence of certain phenomena – e.g. illnesses, observ-

able factors of environment, etc. – as shown in the following. 
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Methods 

Source 

We used the freely available English (E), German (G) and 

Russian (R) Google Books n-gram data (V.20120701) as an 

input for used examples, documented in each caption as 

Src:E/G/R. Just the English version of the library used to cre-

ate the Google n-grams contained 361 billion words derived 

from a nearly 5.2 million books large subset of Google Books 

library – approximately 4% of all books ever published [4]. 

The creators of Google NGram published descriptive statistics 

of 1-grams, 2-grams, 3-grams, 4-grams and 5-grams (text 

fragments, which contained 0-4 spaces) in these books. This 

resulting n-gram database consists of yearly counts of every n-

gram and counts of books containing it. Our method requires 

precise metadata of the resource, in particular, precise publica-

tion date. Some kinds of publications notoriously contain old-

er text, thus their publication date is imprecise. An example of 

these are periodicals and books that aggregate more works – 

such as anthologies or collected works by a given author. To 

improve the accuracy of the publication dates the corpus the 

creators had removed these. After the filtering, a sample of 

book metadata had been verified by a human annotator 

(n=1000, sampling five books for every year between 1801 

and 2000) and the rate of books with a publishing date outside 

a five-year range of tolerance was found to amount to 5.8% 

[4]. Though not required for the proposed method but justified 

by the propaedeutic character of this paper, we selected only 

few marker n-grams for the examples. In most cases, we aver-

aged data over three years for our figures. If the span of mov-

ing average differed, we specified it in the caption (as 

MAvg=n), where n is the number of years. As explained later 

in this section the absolute ordinate value (n-gram frequency) 

is not relevant and is therefore usually relative, but always of 

linear scale starting from zero.   

There is a broad topic spectrum of books in libraries and they 

do not come from a single group of authors. We appreciate 

this as such “institutional” origin could amplify group think 

bias [5]. There is yet another reason why we prefer books to 

news articles or abstracts of research papers: Due to Heaps’ 

Law [6], the longer the text (book vs. article), the higher the 

number of distinct n-grams in it. Similarly, also the number of 

topic-unrelated reports will follow the text length sub-linearly.  

Figure 2 – “Radiogram” and “roentgenogram”. The ordinate 

is NOT scaled.   

Arguably, trends in word usage are not merely due to phrases 

and words going in and out of fashion as seen in Figure 2. It is 

also, because their referents (the real-world phenomena) 

change in frequency and salience. Huge amounts of data have 

been generated by analyses of millions of digitized books [4]. 

The data has been applied in other fields, such as in language 

research [4, 7-8] , social sciences such as measuring social 

functions and even predicting wars [9-10] and in psychology 

for measuring emotions, individualism or misery [11-13]. Yet 

it has remained virtually untouched by medical research.  

One might wonder why this opportunity has been missed – it 

could have at least served as a cost-effective tool for the gen-

eration of population level hypotheses or for further observa-

tion of already known causal relationships.  

There are objective reasons for this mistrust. Apart from its 

novelty, it may be explained by the uncertainty about whether 

the detected trends and correlations in word frequencies are 

really caused by the (i) changes in the domain of reference 

(real-world phenomena), or by (ii) linguistic and other con-

founders (Figure 2). We will discuss both in the following. 

The division we just introduced is slightly different but not 

entirely unlike the division provided by Michel et al. [4] into 

“two central factors”: (i) cultural and (ii) linguistic change, 

such as the changing likelihood the author describes the refer-

ent by “Xray” vs. “radiogram” [8]. We had to define these 

groups differently, as many cultural factors – albeit important 

for others – confound or hide what we seek. 

Let us shortly discuss the major linguistic origins of signal 

cancellation, noise or confounding. Aside from new words 

coming (word birth) to compete and eventually replace the 

current ones (which might face word extinction) just like seen 

in Figure 2, they might acquire new spellings or meanings, 

lose old referents and undergo shift in their meanings (see 

Figure 4). Interestingly, not only vocabulary gradually chang-

es, so do parameters of the language dynamics. To provide an 

example, in Figure 3 we show a marked shortening of our 

collective working memory over the past two centuries. This 

supports the finding reached by other means by Petersen et al. 

[8]. Although we do not expect this to interfere with the meth-

od, it might still be important to keep this plot in mind when 

interpreting any trends in n-grams generated from that period. 

Figure 3 - Frequencies of 9 strings marking years starting 

with “1793” by increments of 20. A linear coefficient was 

used, so that the peak of each string would reach f=0.014%. 

The black dots that follow each peak show inverse values of 

the coefficient used (roughly approximating the original am-

plitudes). The time for the recall to fall to 25% of the peak 

frequency notably shortens over the last 200 years. Apart from 

the “shortening of recall” a common “oscillation in recall” of 

these markers with a period of 20-25 years is visible. (Src:E). 

In order to study the underlying real world phenomena, we 

should suppress the confounding linguistic effects. We can do 

this by appropriate selection of only high-precision marker n-

grams, as described in the following section. Afterwards, we 

can approximate the environmental factor – the phenomenon. 

A phenomenon in a domain is mirrored in literature by a 

marker set = a set of high-precision marker n-grams. E.g., 

phenomena of means of transportation in the real world are 

mirrored in books by a marker set SMeans of Transportation = SMoT. 

Marker set is not to be confused with the term topic used in n-

gram analysis by others [14-15]. While a topic is defined by a 

group of n-grams that denote various phenomena and which 

typically occur together in a discourse on a theme, a marker 

set includes only the tokens that have a high precision (not just 

recall or sensitivity) in denoting the phenomenon of interest.  

In our example, we assign a few case-insensitive strings to the 

example marker set for “Means of transportation” (SMoT): 
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We used “…etc.” as a wildcard for further possible marker 

subsets (sSxyz) or n-grams, such as “travel” or “transport”, 

which have good precision to SMoT but do not fit in any of the 

subsets. In contrast, a token like “balloon” would not properly 

fit into SMoT. It is imprecise for MoT because it could just as 

well denote a hot air balloon as an inflatable toy balloon.  

N-grams belonging to a marker set can be assigned to catego-

ries called subsets (sS). We demonstrated this by dividing the 

set SMoT into the following subsets and populating them: 

 

Some of the n-grams truly belong to a marker set only during 

a certain era; e.g. more and more bicycles are now equipped 

with an electric motor. Therefore, if we are to define a subset: 

sCExclusively Human-powered, we would have to replace “bicycle” 

with a higher-precision synonym, or alternatively, limit the 

analysis to the time when “bicycle” meant solely an exclusive-

ly human-powered vehicle. For this reason, it is important to 

state the mutual exclusivity of the marker subsets. 

 

Figure 4 – a) Left: “disease” has low and “illness” has high 

precision for human health problems. b) Right: The umbrella 

term “bronchoscope” strives not only during wars, but also 

with the arrival of a “flexible bronchoscope”. Mentions of 

“rigid bronchoscope” were absent (1898-1958/66). (Src:E) 

A typical example of an n-gram unfit for a marker set due to a 

non-intuitively low marker precision is “rigid bronchoscope”, 

shown in Figure 4b. Since the introduction of bronchoscopy 

until 1960s, all bronchoscopes used to be rigid. In spite of this, 

or better to say: exactly for this reason, the term “rigid bron-

choscope” did not need to exist. With introduction of fibre 

optics, flexible bronchoscopes became standard. To denote 

these flexible ones specifically, authors could now use terms 

“bronchofiberoscope” and “flexible bronchoscope”, but often, 

they would use the umbrella term. Due to this bandwidth steal, 

the “flexible bronchoscope” seems to be less frequent. Simi-

larly, the name “First World War” (instead of “Great War”) 

came to use only after advent of the Second World War – 

when a distinction was required. Such terms might decrease 

recall.  

Now it is clear that for an n-gram to be added to a set, it must 

have a high marker precision – not to be confused with mean-

ing precision, the mere absence of polysemy. Marker preci-

sion is a property of an n-gram that defines how well it reflects 

the phenomenon of interest across the whole period of analy-

sis, by its frequency change in a given corpus, without detect-

ing unrelated phenomena. If only highly precise marker n-

grams are present in the set, the set will mirror its phenome-

non in a reliable way. 

Non-precision might be also constant in time. This applies 

also for “disease” (see Figure 4a) which is astonishingly un-

specific to human health, being also used for plants and ani-

mals. In contrast, the less popular “illness” shows both mean-

ing and marker sensitivity to human medicine. We show an-

other example in Figure 5, which highlights how cultural and 

political differences between the studied language groups have 

to be accounted for, like state censorship in the Soviet Union. 
 

 

Figure 5 – The effects of politics on the literature [until 1917], 

first mentions during the February Revolution (blue, 

“свободный рынок”, Src:R) and soaring interest in the fol-

lowing 8 years, immediately interrupted in the year of Lenin’s 

death (1924). In red is the English “free market” (Src:E) 

which continued rising steadily until the mid '90s. (MAvg=1) 

In the following paragraphs, we explain the steps by which 

noise and confounding effects can be minimised. As a result, 

the marker sets and subsets should be “clean” enough to relate 

quantitatively to the changes in the underlying phenomena.  

Data pre-Processing 

Creation of the “candidate” n-gram sets and subsets: 

After selection of the phenomena for the observational analy-

sis, we can define the future marker sets and subsets for these; 

e.g. as shown above: [ , ,  and ]. 

Mechanistic token selection [inclusion criteria] 

Here we describe how to populate the main candidate sets of 

n-grams by potential marker n-grams. Then we propose how 

these could be cleaned from “noisy” n-grams by applying ex-

clusion criteria on each of the “candidate” n-grams.  

Firstly, we select the potential marker n-grams by: 

1. extraction from defined and cited literature,  

2. search of a comprehensive dictionary or thesaurus,  

3. variation of the grammatical or lexical form, 

4. a proposal from any the co-authors, validly argued by the 

rules 1-3. and/or validated through full-text analysis. 

Even though meaning precision mostly implies marker preci-

sion, this is not always the case. As an alternative to the 

“mechanistic” selection of words described above, in some 

contexts it would be also viable to use token selection by 

questionnaire as done by others [13]. This approach is more 

useful for hard-to-define parameters or phenomena, such as 

emotions, attitudes or concerns because we cannot easily ex-

tract these from a dictionary. Even here, it must be reflected 

that like any other dimension of language these parameters are 

subject to change. If a word, such as “terrific” is charged with 

a positive emotion in 2016, this does not necessarily imply it 

was positive in 1916. 

Definitions 

In the next step, the timescale of analysis is defined and exclu-

sion criteria are defined, which must filter out: 

1. N-grams discovered that frequently denote unrelated 

phenomena (homographs) or have low precision. 
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2. N-grams with a high noise to signal ratio, as with rare 

n-gram tokens or in older books due to OCR errors.  

Where needed, the manual verification of precision for an n-

gram might be performed by human annotator on a sample of 

full-text books – similar as performed by Michel et al. [13]. 
 

 

Figure 6 – (1900-2007): Upper plot shows a single bigram 

shape Cc={“asbestos cement”}  (Src:E). Bottom plot shows 

asbestos use and legally permissible exposure limits as arrows 

in the USA [16].  

Analysis 

A measurement of n-gram frequency in a single point in time 

does not predict the contemporary expression of the related 

phenomenon in the real world by itself. It is also influenced by 

the salience of the phenomenon and the popularity of a given 

expression at that time. This introduces noise and makes a 

trend of the single marker n-gram hard to interpret. The shifts 

in popularity and the resulting noise can be suppressed by 

using the marker sets, thanks to the increased sample size.  

As only the dynamics of the frequency of an n-gram tells the 

interesting story, the absolute amplitude of its trend is irrele-

vant for our analysis. We can linearly scale it without interfer-

ence. In other words, the information is in the shape of curve, 

such as the positions of the local maxima, minima and trends. 

To extract knowledge, we propose the following approach.  

For the first of the marker sets to be quantified (the reference 

set, usually the simplest one) and its subsets; if any, the plots 

of the member n-grams are added by simple summation.  

Linear Fitting 

Firstly, we plot the frequencies for each n-gram that belongs 

to the other sets (referred to as independent sets). We adjust 

their amplitudes by mutually independent coefficients, defined 

by a fitting algorithm. This algorithm uses the linear (!) coef-

ficients with the goal to find the best alignment of the inde-

pendent set to the reference set – measured by G (goodness-

of-fit, see the section: Measurement). 

If studying causalities with delayed effects (Figure 7), a proper 

adjustment of a whole (sub-) sets on the x-scale may be re-

quired as well, before proceeding with the following section. 

Measurement 

Now as we have fitted the curves of the independent sets Si (or 

sets) to the reference set (Sr), we can measure two parameters. 

The first parameter is the goodness-of-fit (0 < G < 1). For a 

curve of each set S (or subset sS), the area under its curve Ac 

(or AsC) is calculated. We define the goodness-of-fit as: 

  

An ideal correlation of two marker sets would have a good-

ness-of-fit G=1. Furthermore, a value of G for a set compared 

with a constant function (e.g. x=1) presents a calibration value 

G=t for the given set. G=t means “exactly no measurable as-

sociation”. G lower than the calibration value is a negative 

correlation, higher G is a positive correlation. 

The second parameter, called share, can be derived if G is 

close to 1. We define it as the fraction of the height of the ref-

erence set made up by a fitted independent subset in a time 

point. This correlates with the partial association of the respec-

tive sub-phenomenon (a category) in the respective time. 

Thus, we can use it to reflect a partial influence in case of a 

multifactorial causal relationship.  

Results 

In Figure Six, we compare asbestos use according to CDC 

with the frequency of mentions of asbestos cement in litera-

ture. The similarity of shape (growth in 1910, 1920s, and 

1940) is still clear. Unlike the CDC data above, the mentions 

of “asbestos cement” are not limited to industrial and con-

struction use of asbestos. The n-gram data can also report on 

demolitions, encounters in environment, daily use, etc. These 

would well explain the asynchrony in curve descent as even 

nowadays it is easy to come across aged asbestos containing 

materials. On the other hand, our single token did not account 

for other uses than reinforcement of concrete (such as braking 

systems, stove lining, etc.). Analysis using more n-grams 

would address this.  

 

Figure 7 –Two simple marker sets in 2012 German n-gram 

data, using unweighted summation. Sa = {“Eternit”, “As-

bestzement”} and Sm={“Mesotheliom”, “Pleuramesotheli-

om”}.  

Here comes up another aspect, viz. a possible amplification of 

“asbestos cement” by medical and legal literature over the last 

decades. The recognized causality causes a backwards flowing 

influence, where these terms do increasingly co-occur. Unlike 

the underlying aetiological connection, which is delayed, this 

amplification is immediate: when an author states that a meso-

thelioma was caused by exposure to asbestos cement. Two 

possible solutions are at hand: i) to use a resource that allows 

for excluding books containing both n-grams, thus suppressing 

the effect, or ii) to limit the inference to the “naïve” era, when 

the causality was not widely known. Not doing so would de-

crease sensitivity of the method and the goodness-of-fit. 

To extend the example of asbestos, we used two simple sets Sa 

and Sm (see Figure 7) on a different population (German lan-

guage group). Here, the patterns expected for this causality are 

obvious. There are three major peaks in frequency of the 

marker set Sa (1913, 1937, and 1996). For mesothelioma, 

there are two peaks (1962, 1978) followed by a rising trend 

filling the last 2 decades of this plot. German epidemiological 

data confirm this late growth [17]. More interestingly, the two 

peaks for the marker set Sm follow first two peaks of marker 

set Sa with a lag of 49 and 41 years, respectively. This is in 

accord with the generally accepted latency of incidence for 

this malignancy between 40 and 50 years [17-18]. We expect 

the next peak of Sm between 2036 and 2046.  

Discussion 

The precision of the method critically depends on the elimina-

tion of unrelated influences. Therefore, very popular but lexi-

cally ambiguous (homonymous) tokens need to be sacrificed 

(Figure 4a). Even when excluded, these n-grams might soar in 
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popularity at expense of used markers, which could lower the 

sensitivity. Thus, in the language where this happens, correla-

tions of certain phenomena might stay hidden (false-

negativity). There is certainly much space for improvement of 

the existing n-gram corpora, as pointed out by Pechenick et al. 

[19]. One of the good critiques raised, is that the dataset does 

not measure true popularity of ideas, but the frequency with 

which they are generated [19]. In our case, what is bug for 

culturomics becomes a feature: popular beliefs and fashions 

would only confound what we study, viz. the incidental obser-

vations by authors of books, whether related or unrelated to 

the topic or author popularity1.  

A second critique raised against the Google n-gram corpora, 

less relevant in our context, points out the unequal distribution 

of popular vs. scientific content underlying the English corpus 

[19]. For our goal, the genre is of little importance if the size 

of a sampling unit (length of book vs. article) is retained and 

attention to corpus homogeneity is paid when highly technical 

terms are used as marker n-grams for observations. An une-

qual genre/topic distribution could interfere with the sensitivi-

ty of this method. However, we doubt the validity of this criti-

cism; namely, we doubt that there is indeed a growing fraction 

of scientific literature in the 2012 English n-gram resource. A 

simple search in English Fiction for the token “research” 

shows a steep and continuous rising trend for the entire 20th 

century. This suggests that the growth might not stem from a 

sampling error but rather from a similar culturomical process 

as shown in [10] – a social function shift in favour of research.  

A more relevant critique points at the OCR errors, which are 

quite prevalent in the pre-1800 texts [4, 19]. This may be im-

proved in the future by more reliable OCR techniques. In this 

case, which would enable digging far into the past, new evi-

dence regarding lexical changes, social stigmatization, censor-

ship etc. may be found. 

Conclusions 

We described the main issues in the extraction of information 

about observable real-world phenomena from changes of n-

gram frequencies in large time-indexed n-gram corpora, with 

the focus on establishing a standardized method for exploita-

tion of these data in, but not exclusively, the public health 

research. We plan to make a user-friendly tool based on this 

method available to other researchers and authors.  

We demonstrated some of the possible applications on exam-

ples of use relevant for the public health and we have shown 

how already some very simple marker sets might well reflect 

the related real-world phenomenon in its parameters. 
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1
 Maybe this text does not really belong to the “culturomics” field created by 

the authors of the NGram Viewer, as the culture is not our focus. Thus, a 

better fitting name for this approach would be “exponomics” as it examines 

the observable exposures of a population (the “exponome” of a population - as 

opposed to the exposome, which measures all the exposures of an individual). 
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