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Abstract

Human-annotated data is a fundamental part of natural language processing system development and evaluation. The quality of that data is typically assessed by calculating the agreement between the annotators. It is widely assumed that this agreement between annotators is the upper limit on system performance in natural language processing; if humans can't agree with each other about the classification more than some percentage of the time, we don't expect a computer to do any better. We trace the logical positivist roots of the motivation for measuring inter-annotator agreement, demonstrate the prevalence of the widely-held assumption about the relationship between inter-annotator agreement and system performance, and present data that suggest that inter-annotator agreement is not, in fact, an upper bound on language processing system performance.
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Introduction

The Code of Ethics and Professional Conduct of the Association for Computing Machinery includes the imperative to share knowledge of the limitations of computer systems (ACM Code of Ethics and Professional Conduct 2.7) [1]. In natural language processing, human-annotated data is the gold standard for most evaluation studies [2], and therefore it is crucial for understanding the limits of our work. It is standard practice to measure the quality of that data by assessing the extent to which humans agree with each other in the task of producing it [3]. This is called inter-annotator agreement (IAA) [4]. A standard assumption in the field is that the inter-annotator agreement establishes an upper bound on system performance [5-10]. In fact, the assumption that it is an upper bound on system performance turns out to be just that—a heretofore-untested assumption. The goal of the work reported here is to test that assumption. We do so by searching for the source for this agreement between annotators is the upper limit on machine performance in natural language processing. If this agreement turns out not to be supported, as a community, we may be mis-estimating the actual performance of our systems. In particular, we may be over-estimating the quality of their performance by under-estimating how good it could potentially be.

Background

The calculation of inter-annotator agreement (often known outside of corpus linguistics as inter-rater agreement) is motivated by the need to deal with the problem of subjectivity in judgments about things that are not observable with the senses, a classic case of this being semantics. Lenaars [11] traces its roots back to logical positivism, and Krippendorff brought it to linguistic data in particular in the context of content analysis [12]. Exactly how inter-annotator agreement should be calculated remains an open topic of discussion.

Cohen [13], focusing on research in psychology, proposed quantifying the reproducibility and reliability of categorization by calculating the agreement between two annotators and correcting it for the probability of agreement by chance. This measure is known as Cohen's Kappa:

\[ k = \frac{Pr(a) - Pr(e)}{1 - Pr(e)} \]

...where \( Pr(a) \) is the observed agreement between two annotators and \( Pr(e) \) as the expected agreement between the annotators if each annotator randomly picked a category for each annotation. Thus, Cohen’s Kappa adjusts for chance to determine how much better the annotators did than chance [13]. Typically, language processing researchers compare the IAA score to the F1 measure obtained by the system, including all of the papers discussed here except for [14], which uses precision (positive predictive value).

The F1 is the harmonic mean of precision (P) and recall (R): 

\[ F_1 = \frac{2PR}{P + R} \]

In the case of annotating linguistic data, it is often the case that the expected chance agreement \( Pr(e) \) in the formula for kappa is effectively zero, since there is no clear definition of what would count as a false positive, e.g. in the case of any task that requires the labelling of boundaries, such as in named entity recognition or any task involving scope (e.g. syntactic analysis). When this is the case, kappa is equivalent to F-measure, and this observation is the justification for their comparison here [15].

Methods

This paper approaches the assumption of inter-annotator agreement as the upper limit on system performance in three steps. First, we seek to answer the question of whether it is, indeed, a widely held assumption in the natural language processing community. Then, we try to find the source for this
assumption—the definitive citation. Finally, we look for counter-examples to the assumption; having found some, we do a statistical analysis of the papers that report results that contradict the assumption, on the rationale that if those results are just “noise,” it should show up in the descriptive statistics. Since we are trying to characterize the community’s shared assumptions and to find the source of those assumptions, we took the literature as a proxy for those assumptions. We did a search for papers that explicitly assert that inter-annotator agreement is an upper bound on machine performance, and we looked for the sources that are cited in support of that claim. We carried out two separate searches. One was done by a natural language processing researcher. The other was done by a literature search service. We had worked with them in the past, and knew them to be quite competent in researching questions related to natural language processing. The full instructions given to the literature search service are available on this project’s GitHub site [16]. Briefly, they were as follows:

1. Find papers that assert explicitly that inter-annotator agreement is an upper bound on system performance.
2. Identify the source citation for that assertion.

We then asked the literature search service to find examples of papers that reported inter-annotator agreement and results from a natural language processing system, such that the system performed higher than the inter-annotator agreement.

To search the full text of publications, the service used Google Scholar. Phrasal search for inter-annotator agreement and F-measure and proximity operators to find cases where they occur near each other were used to retrieve an initial set of around 100 papers. Those papers were then examined manually, and any papers in which the inter-annotator agreement was higher than system performance or there was no explicit discussion of the relationship between them were excluded. This resulted in a set of 6 papers that included data on 20 systems that outperformed the inter-annotator agreement.

We next extracted the IAA and system performance measure for all 20 systems described within those articles. To evaluate the possibility that these values were noise, rather than an actual finding, we used simple statistical models to test for structure in the relation between IAA and system performance in three data sets: the systems that outperformed the IAA, other systems that did not, and both combined. The reasoning here is that if the findings are noise, that should be reflected as random variation in the F-measure, the IAA, or both; on the other hand, if it is not just noise, that would be reflected by structured relation.

For all three datasets, we used the Shapiro-Wilk test [17] to determine if they were normally distributed. We calculated the correlation between IAA and F-measure, reasoning that if the variation in the F-measure, the IAA, or both; on the other hand, the assumption that there should be no relationship between them. Because most of the distributions were not normal, Spearman’s correlation, a non-parametric test [18], was used to calculate the correlations. The details are available on the GitHub site [16].

### Results

There is no citation that establishes inter-annotator agreement as an upper bound on system performance. Neither do we find a professional literature search service found an authoritative citation for the idea that inter-annotator agreement is the upper bound on language processing system performance. It is often asserted, but we have not found a cited source that establishes it to be the case. None of the papers that explicitly asserted the assumption cited a source for the assertion.

Nonetheless, explicit statements of the assumption in multiple papers demonstrate that this assumption is widespread. We give six explicit statements of the assumption, including in papers by some of the most prominent researchers in the field—see the quotes in Table 1.

### Table 1 – Explicit statements of the assumption of IAA as an upper bound in the natural language processing literature

<table>
<thead>
<tr>
<th>Paper</th>
<th>Quote</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resnik and Lin [8]</td>
<td>“It is generally agreed that human inter-annotator agreement defines the upper limit on our ability to measure automated performance”</td>
</tr>
<tr>
<td>Gale, Church, and Yarowsky [10]</td>
<td>“An estimate of the upper bound is obtained by assuming that our ability to measure performance is largely limited by our ability to obtain reliable evaluations from human informants”</td>
</tr>
<tr>
<td>Ormandjieva, Hussain, and Kosseim [7]</td>
<td>“…the average inter-annotator agreement…should be seen as upper bounds on the accuracy of any classifier”</td>
</tr>
<tr>
<td>Navigli [6]</td>
<td>“[Inter-annotator agreement] numbers lead us to believe that a credible upper bound for unrestricted find-grained word sense disambiguation is…”</td>
</tr>
<tr>
<td>Meyer and Gurevych [5]</td>
<td>“Besides the inter-annotator agreement A–B, which serves as an upper bound…”</td>
</tr>
<tr>
<td>Padó and Lapata [9]</td>
<td>“…the upper bound given by the inter-annotator agreement on the calibration data set”</td>
</tr>
</tbody>
</table>

Six papers (four from the biomedical domain and two from the general domain) reported at least one system that outperformed the IAA (see Table 2), for a total of 20 systems. Note that generally system performance was measured using $F_1$ measure, so we will use those terms interchangeably. The small number of papers reflects the fact that this is not a commonly reported phenomenon. However, neither is it untested—this was not just a single counter-example, and those six papers reported on 20 systems that outperformed the inter-annotator agreement.

*Note that all articles use $F_1$ for system performance except for [14], which uses precision.

### Table 2 – Systems that outperform the IAA

<table>
<thead>
<tr>
<th>Paper</th>
<th>Systems that outperformed the IAA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combining Terminology Resources and Statistical Methods for Entity Recognition: an Evaluation [19]</td>
<td>• Machine learning to recognize specific entities within clinical notes</td>
</tr>
<tr>
<td>Disambiguation of Occurrences of Reformulation Markers [14]</td>
<td>• Classifying intervention had lowest IAA and $F_1 \geq$ IAA with multiple methods</td>
</tr>
<tr>
<td>SemEval-2015 Task 6: Clinical TempEval [20]</td>
<td>• Reformulation vs. non-reformulation in French with specific markers</td>
</tr>
<tr>
<td></td>
<td>• ESLO1/2 (spoken scenarios): Precision* &gt; IAA</td>
</tr>
<tr>
<td></td>
<td>• Multiple Systems compete to identify critical timeline components of clinical notes and pathology reports from the Mayo Clinic</td>
</tr>
<tr>
<td></td>
<td>• Adj-Ann: IAA between adjudicator (final judge of the data to generally be used to train the system) and 2 annotators</td>
</tr>
<tr>
<td></td>
<td>• Many systems $F_1 \geq$ IAA and a few better than Adj-Ann (stronger)</td>
</tr>
</tbody>
</table>
Paper | Systems that outperformed the IAA
--- | ---
Automatically Detecting Acute Myocardial Infarction (AMI) Events from EHR Text: a Preliminary Study [21] | • Automate the annotation of Worcester Heart Attack Study for AMI
• F$_1$ of system for ICD Diagnosis outperformed the IAA

Deception Detection using Real-Life Trial Data [22] | • Deception detection
• System performance using decision trees significantly higher than annotator agreement and kappa statistic (0.01-0.20)
• Humans detect deception only slightly above chance

Automatic Classification of Lexical Stress Errors for German CAPT (Computer-Assisted Pronunciation Training) [23] | • Classify non-native German lexical stress errors from manually annotated corpus of German word utterances by native French speakers
• IAA only fair

Figure 1 shows the F$_1$ and inter-annotator agreement for the 20 systems. The Shapiro-Wilk normality test [17] showed that only the system performance measure is normally distributed. IAA is not, and skewed left. Therefore, we calculated the Spearman correlation, which is non-parametric. This showed that IAA and F$_1$ measure are significantly positively correlated (rho = 0.807, p-value = 8.56 X 10$^{-6}$) (see Figure 2).

We can also see how the medians are affected depending on which systems are included: those that outperform the IAA, those that do not, or both (see Table 3).

Comparing the relationships between inter-annotator agreement and F-measure in the three sets of systems—ones which did outperform the IAA, ones which did not outperform the IAA, and the combination of those two, the relationships were the same—significantly positively correlated. This similarity across the three groups suggests that the cases of outperforming the inter-annotator agreement are not just noise.

### Table 3 – Medians of IAA, system performance, and their difference across all data sets

<table>
<thead>
<tr>
<th>Data</th>
<th>Median IAA</th>
<th>Median performance</th>
<th>Median difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>System &gt; IAA</td>
<td>0.75</td>
<td>0.836</td>
<td>0.0785</td>
</tr>
<tr>
<td>System &lt; IAA</td>
<td>0.7647</td>
<td>0.5865</td>
<td>-0.1655</td>
</tr>
<tr>
<td>All systems</td>
<td>0.7504</td>
<td>0.6380</td>
<td>-0.1383</td>
</tr>
</tbody>
</table>
Discussion

Providing accurate information to the public about technology and research results—as well as making funding decisions—requires the ability to accurately interpret measures of performance. The data presented here shows that a common standard for assessing natural language processing tools may overestimate their performance: contrary to a widely-shared and hitherto unexamined assumption in the field, the inter-annotator agreement is not necessarily the upper bound on performance in natural language processing. A lack of awareness of this can lead to the belief that systems are performing as well as they can, when in fact they are not.

Based on two literature searches and on the fact that no one ever cites one, there is no authoritative citation for the idea that IAA is the upper bound on system performance—in fact, it has been only an untested assumption. If there is some authoritative source that establishes this, not only have we not been able to find it, but also apparently no one else has, either, since no one cites one.

Despite being an untested assumption, it is nonetheless a widely-held assumption, as shown by the fact that we did not have any problem finding multiple explicit statements of it, some of them by the top people in our field.

Finally, the studies whose results are analyzed in this paper demonstrate that this widely-held assumption is not true. The distributional characteristics of the results—that is, their correlated, rather than unstructured nature—suggest that this is a real phenomenon, and not just noise. We cannot assume that the inter-annotator agreement is an upper bound on system performance, and in doing so, we may be over-stating how good natural language processing systems are.

In some of the papers that reported performance better than the inter-annotator agreement, the authors pointed out explicitly the unusualness of that finding. Some saw this as needing explanation, and they suggested explanations that were consistent with typical assumptions about inter-annotator agreement, such as that low inter-annotator agreement reflects a poor problem definition, an inherently difficult problem, poor guidelines, or—commonly—poor annotators [10; 20; 23-25].

If inter-annotator agreement does not establish the upper bound for system performance, what should we use in estimating the upper bound on system performance? Although a definitive answer to that question is outside of the scope of this paper, we discuss three possible solutions. They are based on changing what metric we use to quantify agreement; on changing who we define as the raters between whom the agreement is being calculated; and on replacing the agreement, such as that low inter-annotator agreement reflects a real phenomenon, and not just noise. We cannot assume that the inter-annotator agreement is an upper bound on system performance, and in doing so, we may be over-stating how good natural language processing systems are.

In some of the papers that reported performance better than the inter-annotator agreement, the authors pointed out explicitly the unusualness of that finding. Some saw this as needing explanation, and they suggested explanations that were consistent with typical assumptions about inter-annotator agreement, such as that low inter-annotator agreement reflects a poor problem definition, an inherently difficult problem, poor guidelines, or—commonly—poor annotators [10; 20; 23-25].

If inter-annotator agreement does not establish the upper bound for system performance, what should we use in estimating the upper bound on system performance? Although a definitive answer to that question is outside of the scope of this paper, we discuss three possible solutions. They are based on changing what metric we use to quantify agreement; on changing who we define as the raters between whom the agreement is being calculated; and on replacing the agreement altogether with probabilistic estimates of a label quality.

One possibility is that we can safely use an inter-annotator agreement if we calculate it as something other than kappa. Although kappa is the most commonly reported measure of inter-annotator agreement, it has a number of problems. Some of these are essentially cultural—although there are a number of ways to calculate the expected chance agreement that is at the core of its claimed advantages, authors rarely report how they calculated the expected chance agreement. Consequently, it is often unclear what the kappa number actually reflects. When combined with the fact that the sensitivity of kappa to the probability of an estimated chance agreement is unstable—above an estimated chance agreement of about 0.5, kappa is extremely sensitive to small changes in the probability of chance agreement, while being relatively insensitive to small changes in the probability of a chance agreement below that value—it is clear that there are many reasons to be suspicious of reliance on this number.

While in the previous paragraph we have discussed calculating something other than kappa to characterize the inter-annotator agreement, Bethard et al. [20] suggest changing the definition of the raters, such that rather than calculating agreement between two annotators, we calculate agreement between an annotator and an adjudicator. This may provide an agreement value that is more reflective of the data on which the system will be trained and evaluated, since if adjudicated data is available, that is typically what is used for training and testing. However, a number of conditions must be met for this to be possible—at minimum, there has to be an adjudication step, which is not always the case. Furthermore, changing the definition of the raters between whom agreement is calculated does not answer the question of how to calculate the agreement between them.

Finally, Passoneau and Carpenter suggest abandoning an agreement entirely and building a probabilistic annotation model of label quality [26].

In the larger context of responsible conduct of science, the findings reported here are relevant to the small but growing body of work on the ethics of NLP [27-29]. As noted above, the ethical standards of the Association for Computing Machinery include the responsibility to communicate the limitations of computer systems [1]. In reporting performance, there is a common assumption that metrics that approach an inter-annotator agreement reflect high performance [5-10]. The data reported here suggest that such performance may not be as high as we think it is, relative to the best possible performance, suggesting that this assumption can lead—certainly inadvertently—to conduct that does not meet the Association for Computing Machinery standards.

Conclusion

This paper examines a common assumption in natural language processing. It is shown that the assumption is, indeed, widespread; that there is no established justification for that assumption; and that the assumption is not true. This last point is demonstrated both by multiple counterexamples, and by descriptive statistics that suggest that the counter examples are not random noise in the larger population of published papers on language processing, but rather reflect a real phenomenon. Responsible conduct of science will be enhanced by being aware of this.
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