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Abstract

The identification of the severity of patient safety events pro-
motes prioritized safety analysis and intervention. The Harm 
Scale developed by the Agency for Healthcare Research and 
Quality is widely used in the US hospitals. However, recent 
studies have indicated a moderate to poor inter-rater reliability 
of the Harm Scale across a number of US hospitals. Although 
the reasons are multi-folded, biased human judgments are rec-
ognized as a prominent factor. We proposed that key infor-
mation to identify and refine the severity of harm is contained 
in the narrative data in patient safety reports. Using automated 
text classification to categorize harm scores is intended to pro-
vide reduced subjective judgments and much improved effi-
ciency. We evaluated different types of classification algo-
rithms using a corpus of patient safety reports from a US health 
care system. The results demonstrate the effectiveness and effi-
ciency of the proposed methods. Accordingly, human biases on 
the application of harm scores are expected to be largely re-
duced. Our finding holds promise to serve as a semi-supervised 
tool during the process of manually reviewing and analyzing 
patient safety events. 
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Introduction

Harm Classification and Scales

Reducing patient harm is a top priority of US hospitals and 
health care organizations. During the past two decades, re-
searchers have been focusing on compiling patient safety events 
and detecting errors through nationwide patient safety reporting 
[1,2]. Event reporting at all levels has shown remarkable ad-
vantages to gather concurrent and retrospective events, includ-
ing patient harms, near misses, and unsafe conditions in a 
timely-manner. Most importantly, it enables a close analysis on 
aggregate data, which increases the chance of disclosing vul-
nerability of health care systems. To accommodate safety event 
reporting at federal level, the Patient Safety Organization (PSO) 
has employed standardized event reporting formats (a.k.a., the 
Common Formats) to collect and classify reports [3].

Severity of safety events is an influential factor that can be iden-
tified by using the Common Formats. This piece of information 
plays a crucial role in triggering intervention actions and prior-
itizing limited resources of root cause analysis. In the Common 
Formats, Harm Scale is used to describe the degree of harm by 
assigning each event a harm score. The latest version of Harm 
Scale (v1.2) released in 2012 consists of a 5-point scale of se-
verity of harm and a 2-point scale of anticipated duration of the 
harm (see Figure 1). In the meantime, a number of health care 

organizations have also participated in developing harm scales 
from different perspectives. The World Health Organization 
(WHO) developed a five-point harm scale, consisting of ‘no
harm to death’, ‘mild’, ‘moderate’, ‘severe’, and ‘death’ [4].
This scale is centered on the patient harms arising from the pro-
vision of care. The National Coordinating Council for Medica-
tion Error Reporting and Prevention (NCC MERP) developed 
a scale that takes duration and permanency of harm into ac-
count. The Institute for Healthcare Improvement (IHI) also de-
veloped Global Trigger Tools to measure the severity of patient 
harm [5].

Figure 1 – A Harm Scale Screenshot from the Common For-
mats, Patient Information Form (v1.2).

Harm Scale Reliability

One of the most significant challenges of using harm scale is 
reliability, which is the deviation between reporters’ judgment 
about the type and severity of harm [6-8]. In practice, the devi-
ation not only influences the classification of harm but also re-
lates to the determination of intervention actions. For example, 
if an event is determined at a certain level that is preventable, it
is likely that significant analysis and intervention efforts will be 
assigned. Otherwise, the complication of the care occurred in 
the event is likely to be labeled as a risk factor. 

The reliability of harm scale, especially standard scales used at 
a national level, is not as high as expected in the practice. A
recent survey study on the reliability of the Common Formats 
Harm Scale across different roles of clinicians and different set-
tings yielded an overall moderate level of reliability [8]. The 
findings in this study show that some levels of harm are difficult 
to distinguish from neighbor levels. This problem is most sig-
nificant for the moderate severity levels of harm. Another study 
that is performed on a relatively smaller size of data showed
similar findings [7].

The deviations may be caused by several reasons. Firstly, the 
reporters vary in background. Reporting is open to clinicians in 
the hospitals, including physicians, nurses, pharmacists, etc. 
Nurses and pharmacists are reported to be more active in the 
reporting because they witness errors more frequently during 
the course of care [9]. For example, they have more chances to 
witness and report medication errors. When they do, they are 
likely to assign medications errors with a lower harm score 
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compared to other clinicians [10,11]. Secondly, reporters’ un-
derstanding of the harm scale exerts an influence on the rating 
[10]. Studies have suggested an important role of education and 
training in the reporting [12]. Besides, biased harm scores can 
be a result of unclear guidelines and information representation, 
such as the definitions [7] and knowledge structure [13].
Thirdly, the way in which events are reported may influence the 
reliability of harm scores. This argument is mainly centered on 
the capability of hospitals to discover and make adjustments of 
potentially biased scores. Compared to paper-based reporting, 
web-based reporting holds potential to disclose biased harm 
scores, as it is advanced in viewing aggregate data and trends. 

Predicting Harm Scores from Patient Safety Reports

An alternative of calibrating biased harm score is to develop a 
mechanism of predicting harm score from patient safety re-
ports. During the reporting, the decision of assigning a harm 
score to an event is made by reporters’ understanding of the 
event, their experience, and perception of environment. While 
components such as experience and perception are subjective, 
the event itself is relatively more objective. As such, decisions 
that are purely based on the events are likely to reduce the bias 
caused by human. In most of the hospital reporting systems, 
events are storytelling-like and recorded in a text format,
namely patient safety reports. These reports contain substantial 
and essential information to make judgment of harm scores. 
Most importantly, informatics techniques are available to ex-
tract information without human biases. Text classification is a 
candidate technique that purports to predict classes of text 
based on statistical regulations of term distribution in the text. 
To perform text classification, a statistical model is trained 
through learning term frequency from a set of categorized doc-
uments. The trained model is then capable of predicting un-cat-
egorized homogeneous documents with correct classes. This 
method has been broadly used in biomedical domain to reduce 
manual production time [14].

We propose that text classification can be used to predict harm 
scores based on patient safety reports. In this study, we will 
train classifiers from a set of reports that are assigned with harm 
scores according to the Common Formats Harm Scale (v1.2).
The classifiers will predict harms scores of unlabeled reports
where the performance of classifiers will be evaluated. From a 
practical perspective, the classification results are expected to 
eliminate potentially biased harm scores based on stored re-
ports.

Table 1 – Distribution of harm scores among 2919 reports.

Harm Score Meaning Frequency
a Death 11
b Severe harm 36
c Moderate harm 144
d Mild harm 336
e No harm 626
f Unknown 1766

Methods

Data

The dataset consists of a corpus of 2919 de-identified patient 
safety reports from a university health care system. The reports 
cover a range of incident types that are labeled by reporters (see 
Figure 2). 

The reports have been cross-validated by a group of domain ex-
perts, assigned with harm scores using the Common Formats 

Harm Scale (see Table 1). In the text classification task, the as-
signed harm scores serve as the gold standard to be compared 
with machine prediction. 

Figure 2 – Distribution of incident types.

Procedure

Environment

We provided a 64-bit OS system with a processing power of 2.2 
GHz with 4 Cores 8 Threads and a memory of 8 GB RAM to 
perform the experiments. The classification experiment was 
performed on WEKA 3.6 [15].

Text Processing

To extract term frequency information from the raw data, we 
followed a serial of procedures to prepare the data. (1) Snowball 
stemmer was used to reduce inflected terms to theirs root form
[16]. (2) Rainbow list was used to remove stop words [17]. (3) 
Alphabetic tokenizer was used to break a string of text into 
terms. (4) Lower case token was applied to all the terms. (5) 
TF-IDF (term frequency-inverse document frequency) was
used in the transformation of documents into a bag-of-words 
(BOW) matrix keeping 1000 unique terms [18].

Text Classification Algorithms

We selected three types of algorithms that are well documented 
in text processing and biomedical application. They include de-
cision tree algorithm, lazy algorithm, probabilistic algorithm, 
and support vector machine (SVM) [19]. For the decision tree,
we employed C4.5 since it is reported effective in processing 
text [20]. For the lazy algorithm, we employed k-Nearest 
Neighbor (kNN) [21] for its well-balanced efficiency and pre-
dictive performance in medical text [22]. For the probabilistic 
algorithm, we employed Naïve Bayesian [23]. See Table 2 for 
a list of algorithms we used. A benchmark comparison is per-
formed among these algorithms. 

Table 2 – A list of selected algorithms.

Algorithm Implementation Parameter
Decision Tree C4.5
k-Nearest Neighbor IBk k = 1
Naïve Bayes NaiveBayes
Support Vector Machine LibSVM Linear SVM

Evaluation

For all the six harm scores and four algorithms, we employed a 
10-fold cross validation to compare between algorithm perfor-
mance. Each round of evaluation ran 10 times, which produced 
a total of 2,400 results. Performance was measured by F meas-
ure, which is a weighted average between precision and recall.
The generic F measure is given as 
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In a classification task, precision is the fraction of retrieved doc-
uments that are relevant to a given label. It measures the ability 
of a classifier not to label a document as relevant when it is not. 
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where Y� denotes the predicted set of labels; Y denotes the exact 
set of labels.

Recall is the fraction of relevant documents that are retrieved. 
It measures the ability of a classifier to retrieve as more relevant 
documents as possible. 
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In addition, we provided an estimate of receiver operating char-
acteristic curve (ROC) as a metric for assessing the trade- off 
between true positive and false positive.

Results

Table 3 shows a ranking between the six tasks of classifying 
each harm score. The numbers indicate the number of wins or 
losses (negative number) of any task against the other tasks. On 
the metrics of precision, recall, and F measure, the task be-
comes more difficult if the harm score becomes smaller. This is 
probably because the narratives in the mild-harm or unknown-
harm events contain less significant term frequency information 
that distinguishes the events from severe events. However, the 
ROC shows that tasks of classifying score 0 (unknown) and 
score d (mild harm) outperform others, indicating a well-con-
trolled false positive.

Table 3 – Ranking test for classification tasks. (p < .05)

Precision Recall F measure ROC
f -20 -18 -20 11
e -12 -12 -12 -7
d -4 -1 -2 11
c 4 0 2 0
b 13 14 12 -7
a 19 17 20 -8

Table 4 shows the results of ranking test for different algo-
rithms. Naïve Bayesian outperformed in the ranking of preci-
sion and ROC. C4.5 is ranked the best algorithm on Recall and 
F measure.

Table 4 – Ranking test for different algorithms. (p < .05)

Precision Recall F measure ROC
C4.5 1 6 8 -3
kNN -9 6 4 -9

Naïve Bayesian 9 -11 -10 18
SVM -1 -1 -2 -6

Figure 3 shows the benchmark comparison on precision. Naïve
Bayesian (precision = 0.88) and C4.5 (precision = 0.88) outper-
formed kNN (precision = 0.85) and SVM (precision = 0.87) in 
the comparison across all the six classification tasks. Paired t
test shows that Naïve Bayesian performed better than C4.5 on 
tasks of classifying score e, d, c, and b, respectively (p < .05). 
But for the tasks of classifying score f and a, C4.5 performed 
better (p < .05). 

Figure 3 – Precision of algorithms by different harm scores.

Figure 4 shows the benchmark comparison on recall. C4.5 (re-
call = 0.90) ranks the best algorithm compared to kNN (recall 
= 0.88), Naïve Bayesian (recall = 0.83), and SVM (recall = 
0.87). 

Figure 4 – Recall of algorithms by different harm scores.

Figure 5 shows the benchmark comparison on F measure. C4.5 
(F = 0.89) ranks the best algorithm against kNN (F = 0.86), Na-
ïve Bayesian (F = 0.85), and SVM (F = 0.87) overall. 

Figure 5 – F measure of algorithms by different harm scores.

Figure 6 shows the benchmark comparison on the area under 
ROC curve. Naïve Bayesian outperformed C4.5 (ROC = 0.76), 
kNN (ROC = 0.59), and SVM (ROC = 0.56) at all the classifi-
cation tasks (p < .05). 

Concerning the efficiency of algorithm, kNN used an average 
of 0.15 seconds of model training time, recognized the most ef-
ficient algorithm (p < .05) compared to C4.5 (time = 22.48 sec-
onds), Naïve Bayesian (time = 0.92 seconds), and SVM (time 
= 1.70 seconds). An interaction of efficiency and performance 
is observed on Recall and F measure only, indicating that more 
time is needed for better performed algorithms (see Figure 7).
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Figure 6 – Area under ROC curve of algorithms by different 
harm scores.

Figure 7 – Interaction between model training time and, recall 
and F measure, respectively. 

Discussion

Experimental Findings

Our findings demonstrate the effectiveness of applying text 
classification to identify harm scores. The narratives of patient 
safety reports contain sizable information to determine the harm 
scores of events. In the experiment, the four types of text clas-
sification were well performed. However, the classification per-
formance varied by the tasks of identifying different harm 
scores. There may be two factors that influenced the results. 
Firstly, the amount of reports of score a and b is significantly 
smaller, which might cause a label imbalance problem. This 
problem states that a classifier may be under trained because 
there are not sufficient reports in the minority labels. As an ex-
ample, the classification tasks of identifying score a and b show 
outstanding performances on precision and recall but much 
worse ones on ROC. Secondly, levels of difficulties may vary 
by tasks. The task of identifying score f (unknown harm) is 
worst performed in terms of precision, recall, and F measure, 
but not ROC. Intuitively, the term frequency information in the 
reports of score f is sparse compared to the others. 

Predicting harm scores based on patient safety reports is signif-
icantly efficient. Our findings confirmed a small computational 
cost of building the four types of classifiers but revealed some 
differences between these classifiers. Rule-based classifiers, 
i.e., C4.5 in our study, demand more time and computational 

resources. On the contrary, lazy classifiers and probabilistic 
classifiers use comparatively less time and computational re-
sources, indicating a much improved efficiency. However, 
there was a tradeoff between efficiency and predictive power. 
Although, C4.5, for example, is most time consuming in our 
experiment, it showed best performance on Recall and F meas-
ure.  This effect implies that C4.5 has the best capability to iden-
tify as more true positive reports as possible, regardless of iden-
tifying false positive ones. Moreover, this capacity is still dom-
inant on the comparison of F measure, which is a combined 
metric of precision and recall.

Selecting a suitable classifier is task dependent. If the task con-
cerns more about false alarm, i.e. mistakenly assigning a report 
to an irrelevant harm score, C4.5 and Naïve Bayesian are better. 
If the task concerns more about retrieving more reports that be-
long to a given harm score, C4.5 is preferred. When it takes 
both factors into account, C 4.5 is recommended. Because it
still won on the F measure by showing a statistically significant 
difference. In the practice, however, it is mostly concerned to 
enlarge the true positive rate and reduce the false positive rate. 
Thus, Naïve Bayesian is the best classifier.

Clinical Implementation

We envision that the automated classification of harm scores 
could assist in calibrating any human biases raised in the pro-
cess of reporting. The proposed methods are implementable to 
most of the existing web-based reporting systems. In our view, 
text classification takes advantages of the existing reporting 
systems from three aspects. 

Firstly, text classification corresponding to the narrative data 
that are commonly used in the reporting. Narrative data makes 
patient safety reports different from many other clinical data. A 
patient safety event is mostly encoded in a story-telling fashion 
since the elements of health care are complex and temporally 
organized. It is less likely to include many detailed and critical
information in structured data, such as numeric or categorical
data. This fact hinders many analytical methods that are appli-
cable for generic clinical data.

Secondly, text classification promotes aggregate analysis and 
reporting. The Patient Safety and Quality Improvement Act of 
2005 has called on to build a national mechanism of error re-
porting and analysis. Over the past decade, the rapidly in-
creased volume of reported data has shown a quantitative im-
provement as well as a technique bottleneck of timely pro-
cessing such a huge amount of data. Without a feasible solution, 
the analysis at a national level is of less practical value. The 
efficiency of our method suggests a practical use to be imple-
mented in clinic, which is promising in largely reducing the de-
mand of human labor. 

Thirdly, the automated classification of harm scores is control-
lable because it is semi-supervised in practice. Caution should 
be taken when we apply automated method to medical deci-
sions. We noted that all the evaluated classifiers are at a certain 
rate of error. Though this is not unique in our case, such an error 
should be controlled at a reasonable level. It is highly recom-
mended to perform the classification under human supervision, 
as it is the case for most of the informatics tools implemented
in medicine. 

Limitation and Future Direction

We highlighted a need for creating an objective mechanism of 
overseeing human biases of categorizing harm scores. How-
ever, our study is of less value without a discussion of limita-
tions. One limitation is the relatively small sample size used for 
the experiment. This problem may cause imbalanced labels, 
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which further harm the performance. In addition, a small sam-
ple limits the possibility to evaluate rare cases that may hold 
important clinical value but have limited distribution. There-
fore, we will enrich the sample size and include a broader and 
more representative dataset.

The other limitation includes less consideration of label corre-
lation, which may cast a crucial influence on the classification 
performance. The label correlation may not only be limited 
within the different harm scores but also with a number of cat-
egories such as contributing factors, settings, and procedures. 
In the future, we will evaluate such relational information by 
experimenting a multi-label classification.

Last but not least, the present study did not consider categoriz-
ing harm scores on temporal information. For example, the 
Common Formats Harm Scale (v1.2) consists of a two-point 
scale assessing the duration of harm. The extraction of temporal
information from medical (e.g., clinical notes) has not been ad-
equately investigated but has been on our research agenda. 

Conclusion

This study aims to apply automated text classification to cate-
gorize harm scores from patient safety reports. This method is 
applicable to discover and calibrate potential classification bi-
ases caused by human judgment. Four types of classification 
were evaluated in the experiment, yielding effectiveness and ef-
ficiency of the proposed approach. In addition, this approach 
holds promise in facilitating the labor intense analysis of large 
volume patient safety reports which is in accordance with the 
goal of establishing a nationwide safety reporting mechanism.
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