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Abstract. Cross-institutional biobank networks hold the promise of supporting 
medicine by enabling the exchange of associated samples for research purposes. 
Various initiatives, such as BBMRI-ERIC and German Biobank Node (GBN), aim 
to interconnect biobanks for enabling the compilation of joint biomaterial collec-
tions. However, building software platforms to facilitate such collaboration is chal-
lenging due to the heterogeneity of existing biobank IT infrastructures and the 
necessary efforts for installing and maintaining additional software components. 
As a remedy, this paper presents the concept of a hybrid network for interconnect-
ing already existing software components commonly found in biobanks and a 
proof-of-concept implementation of two prototypes involving four biobanks of the 
German Biobank Node. Here we demonstrate the successful bridging of two IT 
systems found in many German biobanks – Samply and i2b2. 
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1. Introduction 

Biobanks play a pivotal role in facilitating biomedical research in the era of personal-
ized medicine. As research infrastructures, they effectively support the discovery and 
validation of molecular disease mechanisms and biomarker detection, which will ulti-
mately lead to deep insights into disease pathogenesis and allow the development of 
innovative treatment options. Such new knowledge can be incorporated into the as-
sessment and stratification of risk factors, new diagnostic methods, pharmacogenomics, 
and drug development [1]. However, access to samples and associated clinical data of 
suitable quality is still one of the major challenges (see e.g. [2]). Since almost all dis-
eases are composed of highly diverse molecular subgroups, it becomes more and more 
difficult, even for large biobanks, to provide sufficient samples and data of a certain 
molecular subgroup to provide statistical rigor to a study [3,4]. Researchers increasing-
ly require large and sufficiently characterized data sets to uncover the subtle statistical 
associations between phenotypes and diseases. As stated in [5], “biobanking is required 
to change strategic focus from a sample dominated perspective to a data-centric strate-
gy.” Thus, it is desirable to merge data from multiple biobanks for further analysis [6]. 

BBMRI-ERIC is a European research infrastructure aiming to interconnect high 
quality biobanks all over Europe via a federation of national nodes. The planned soft-
ware platform will enable researchers to identify samples by running queries across 
participating biobanks. The German Biobank Node (GBN) has been established as one 
of the BBMRI-ERIC national nodes [7]. In the first funding phase of GBN, it was the 
goal to design and evaluate the concept of an architecture for integrating biobanks with 
different local data warehouse (DWH) implementations into one network, and allowing 
queries from a single consistent user interface. The aim of this paper is to describe the 
development and lessons learned from two prototypical cross-biobank query imple-
mentations within a hybrid IT infrastructure. 

2. Methods 

The motivation within GBN was to develop a platform that is easily adoptable for the 
majority of biobanks. Hence, we intended to base our approach on technology that is 
already available in many biobanks. To this end, we analyzed the status quo at the five 
GBN-coordinated centralized biobanks (cBMBs) as well as the six biobanks of the 
BMBF-funded German Centers for Health Research (Deutsche Zentren der Gesund-
heitsforschung, DZGs), and the m4 Biobank Alliance in Munich, which were consid-
ered to be representative for German biobanks in terms of IT infrastructures. We rec-
ognized that only a few already had the infrastructure to identify samples or patient 
cohorts. Some of these were based on the commercial software CentraXX® provided by 
Kairos GmbH. Many of these CentraXX®-based biobanks, such as the Charité ZeBanC 
in Berlin and the University Cancer Center's biobank at UCT Frankfurt also participat-
ed in the research network of the German Cancer Consortium (DKTK), for which they 
established “bridgeheads”, a combination of CentraXX® and the open-source software 
Samply [8]. Other sites implemented local research DWHs based on i2b2 [9], e.g. the 
DZL biobank at Giessen University Hospital and the one at the Comprehensive Cancer 
Center in Erlangen (CCC Erlangen-EMN). Starting from this initial analysis of availa-
ble tools, we developed two prototypical GBN architectures. Finally, we evaluated both 
architectures at the above-mentioned four biobanks. 
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Figure 1. The two prototypical architectures that have been developed within GBN. 

3. Results 

The pilot was based on data stored in CentraXX® and i2b2, due to their availability at 
the selected sites. Two prototypical GBN architectures (as shown in Figure 1) have 
been developed. To enable networking with the i2b2 sites, we utilize li2b2 
(https://github.com/li2b2) and not the better-known SHRINE [10], which uses a query 
push mechanism that is incompatible with firewalls usually installed at university hos-
pitals. The central components, which are used for central terminology management 
and for issuing queries, are depicted on the left, local biobank components on the right 
side. i2b2/li2b2-related components and messages are shown in white, Sam-
ply/CentraXX®-based ones in black. The main difference between the architectures is 
that in architecture 1, outgoing queries are managed in a single queue (the Sam-

ply.Share Broker), whereas in architecture 2, a second queue (the li2b2 Broker) exists. 
Architecture 2 is in fact based on two networks that are not interconnected. This is also 
apparent on the right side, where for the second architecture, two clients are utilized – 
one for each technology (li2b2 Network Client and Samply.Share Client). As indicated 
by the three vertical stripes in the figure, the clients perform two to three tasks. The 
first one is to fetch new queries from a broker (Samply Inquiry Handler and li2b2 Que-

ry Retrieval). If necessary, a Query Translator, based on the OmniQuery library trans-
forms the query into the syntax of the other platform, on the fly. Additionally, a map-
ping between the common GBN data elements from the central Samply.MDR to the 
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respective local ones had to be implemented. The Samply.Share Client uses a mapping 
table, whereas the li2b2 Network Client uses an XSL transformation to replace concept 
identifiers. Finally, DWH Adapters issue the query to the DWH (i2b2 or CentraXX®), 
which reports the patient count back to the initial search component after execution. 

We demonstrated both approaches to the GBN consortium in February 2017. We 
were able to successfully generate queries with both search clients (i2b2 Webclient, 
Samply.Share Broker GUI), automatically distribute them across our hybrid Sam-
ply/li2b2 network and execute them on the DWHs based on CentraXX® and i2b2. We 
currently support querying for patient phenotypes and sample characteristics (e.g. gen-
der, type of sample). Furthermore, numeric data elements, such as laboratory measure-
ments, can be constrained by comparator and value. As a result, the network returns the 
aggregated patient count for each site. 

4. Discussion 

The current literature presents different examples for integrating diverse data sources 
with information regarding biospecimens and their respective donors. These can be 
implemented at a single institution [11-13], in networks of institutions with identical 
local DWHs uploaded into central repositories [14], or they can remain in federated 
systems [8]. In contrast to central repositories, federated networks enable sites to retain 
more control of their data [15,16]. For example, the Breast Cancer Campaign Tissue 
Bank is a collaboration of four individual biobanks in the UK, and a platform has been 
developed to address the challenges of running a distributed network [17]. 

Our approach integrates already available local components into a federated net-
work, thereby avoiding the establishment of new IT systems. For biobanks without 
existing local DWHs, this can be addressed by IT tools that have been developed re-
cently (e.g. [18]). Our approach is also open for the integration of further platforms by 
implementing additional query translators. 

To the best of our knowledge, our proof-of-concept is the first successful attempt 
to connect different DWH and federated search technologies into a single hybrid net-
work. Architecture 1 grants biobanks a high degree of flexibility in their choice of a 
DWH. In our example, Frankfurt and Berlin employed their existing DKTK “bridge-
heads”, while Giessen and Erlangen set up an installation based on i2b2. On top of that, 
architecture 2 allows entire networks that had already settled on different federated 
search technologies to be interconnected, enabling inter-consortia queries. 

However, our prototype also revealed inevitable limitations of hybrid networks. 
First, they introduce more complexity, as they require additional components to trans-
late between different technologies. A certain degree of resources and technical exper-
tise is required to design, develop, deploy, maintain and troubleshoot these additional 
components, especially since DWHs operate in secure clinical environments. Second, 
combining several technologies in consistent and comprehensible user interfaces re-
quires determining and settling on their “lowest common denominator” in terms of 
features. For example, our prototype removed support for both i2b2's temporal relations 
in queries (as they are unsupported in CentraXX®' SQL-based query syntax) and Sam-
ply's fine-grained access control and privacy-preserving “decentral search” paradigm 
[8] (as i2b2 only supports queries and not Samply inquiries). 

In conclusion, the high degree of flexibility of hybrid networks comes at a cost of 
increased complexity and reduced functionality. Obviously, biobank networks should 
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build on a harmonized architecture and interoperable software whenever possible. Our 
proof-of-concept provides an important contribution by demonstrating that biobank 
databases and even whole existing networks can be federated across technological 
boundaries, such as different DWHs or query paradigms. 
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