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Abstract. Sharing and reusing knowledge in presentation form is very important 
because more and more presentations are made and accumulated in many 
companies. However, most of existing presentation slide retrieval systems are 
document file unit searches, which deal with only text information. Therefore, it is 
difficult to search enough reusable slides comprehensively when users don’t 
memorize clear text information about necessary slides. The objective of this 
research is to develop a slide retrieval system which can comprehensively search 
slides necessary for presentation creation in a short time. First, Presentations are 
decomposed into slides. A Uniform Resource Identifier (URI) is assigned for each 
slide and managed in metadata repository in order to search across databases. 
Second, relevant slides can be retrieved based on the similarity of text or visual 
image such as colors and shapes so as to search enough slide candidates for a 
reusable slide. Third, a retrieval function based on handwritten graphic 
information is developed in order to search based only on visual memory. In case 
study, the effectiveness of each function is illustrated. In addition, it is illustrated 
that this system reduces the time to make a presentation by 19.7%. 
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Introduction 

Sharing and reusing knowledge in presentation form is very important because the 
more and more proposals and reports in presentation form are accumulated in 
companies and it takes much more time to make a presentation slide, which includes 
not only text information but also visual information such as colorful diagrams, graphs 
and charts in various layouts in order to express the message clearly. 

However, there are three problems. First in companies, many presentation slides 
are accumulated across databases in a presentation file unit. Therefore, unnecessary 
work occurs such as switching of the database to be searched, opening and closing the 
presentation file, and browsing extraneous slides in the file. Second, there are many 
similar slides edited according to the various purposes based on a slide. It is difficult to 
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comprehensively check all of them when users search the reusable slide candidates. 
Third, most of the existing presentation slide retrieval systems deal with only text 
information. Users cannot obtain appropriate search results adequately when they don’t 
memorize the text information with sufficient amount and accuracy to identify the 
required slide. Therefore, since it is inevitable to decide which slide to reuse from the 
limited search results, despite the fact that better slids are accumulated, the slide which 
is not the best is reused. 

The objective of this research is to develop a slide retrieval system which can 
comprehensively search slides necessary for presentation creation in a short time. 
Specifically, the slide retrieval system using visual information which can search the 
slide most similar to the necessary slide based on fragmentary and ambiguous 
information of the necessary slide imaged in the user’s head. First, in order to shorten 
the opening and closing time of the presentation file, the slide unit search is realized by 
decomposing the presentation file into slide units and managing them by Uniform 
Resource Identifier (URI) and metadata. Second, in order to comprehensively and 
efficiently search reusable slide candidates, the similar slide search function is 
developed which can search similar slides by using the specified slide itself as a search 
query. Third, in order to realize slide retrieval based only on visual memory when a 
user cannot remember the character string as the search query, a retrieval function 
based on handwritten graphic information is developed.  

In case study, the effectiveness of each function is illustrated by comparing each 
developed function with the full text search function. In addition, it is shown that this 
system reduces the time to make a presentation by 19.7%. 

1. Related work 

In this chapter, existing presentation slide retrieval systems are outlined. UPRISE [1] 
and DocMIR [2] were developed as content retrieval systems for lectures with a slide-
based search function. However, these systems only have a full-text search function. In 
order to improve the accuracy of full-text search, Kushki et al. [3] proposed an 
indexing method for weighting slides based on structured information expressed in 
OpenXML and it is demonstrated that the search accuracy and the coverage of the 
search result are higher than UPRISE.  

Liew et al. [4] considered a slide as an image and proposed a slide retrieval system 
SLIDIR applying image processing technology. SLIDIR gives text labels by machine 
learning to the area excluding the background from the slide image. A slide search can 
be performed using text as a search query. However, it is a problem that a large amount 
of correct training data is required for learning. 

Tanaka et al. [5] proposed a slide retrieval method focusing on the shape and 
arrangement of figures in slide based on analyzing OpenXML included in presentation 
file and. It is not practical because it is necessary to create a slide as a search query. 
Sakuragi et al. [6] also analyzed OpenXML and estimated the meaning and the 
hierarchical structure of the group of figures by analyzing the arrangement and the 
relationship between the figures, and added metadata for search to each slide. Since this 
method can be applied only to the OpenXML format, the information such as pictures 
and images contained in the slide is not utilized for a slide retrieval system. It is 
difficult for users to convert the characteristics of the necessary slide into the metadata 
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such as the number of elements of a figure group or the shape of elements of a figure 
group and so on.  

In addition, Sakuragi et al. proposed the similar slide re-search function. However, 
the similarity calculation method has only one criterion, which is based on hierarchical 
structure of figures. Therefore, this search function can not fully deal with various 
similarity measures in user 's memory. 

DRIP system [7] was developed as a system with a presentation creation support 
function. This system is unsuitable for reuse of slides including images and graphic 
data because only text data can be reused when a presentation is created. 

In our research, we will focus on reusing accumulated presentation slides and 
supporting the creation of new presentations. In order to comprehensively search 
candidate slides, we develop the function which can search similar slides using the 
slide itself as a query based on the various criteria: shape, color, and text.When it is 
difficult to express the search query as a character string, we develop a sketch image 
search that makes it easy to intuitively search the desired slide based on the 
handwritten sketch of the slide. Since images in slides and presentation files that are 
not in OpenXML format such as ppt format are also search targets, our system handles 
slides as images and text, and does not analyze OpenXML. 

2. Proposed presentation slide retrieval system 

Figure 1 shows the overview of this system, which consists of one metadata repository 
and three search functions. The following sections describe the details of each function. 

 
Figure 1. Overview of presentation slide retrieval system. 

2.1. Metadata repository of slides 

In order to save time opening and closing the presentation files and searching different 
repository, slide unit search is realized by decomposing the presentation files into slide 
units. URIs (Uniform Resource Identifier) are assigned to all the slides accumulated in 
several different presentation databases. URIs and metadata of slides are managed in 
one metadata repository which is based on RDF (Resource Description Framework).  

2.2. Similar slide search 

In creating a presentation, it is very important to confirm better candidate slides. This 
makes it possible for users to select the slide which is more suitable for the purpose, 
reducing the work of editing and correcting the slide. Therefore, when discovering the 
slide that the user thinks is beneficial, this system makes it possible to easily search 
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similar slides. A presentation slide itself can be regarded as an image and most of slides 
includes character strings. Therefore, the similarity is calculated based on the shape and 
color derived from the slide image, and the text included in the slide. 

2.2.1. Feature vector for shape : Bag of visual words [8] 

The slide image is converted into feature vector based on a set of SURF feature 
quantities which are local feature quantities that are invariant to scale and rotation, 
robust to light and dark. First, all the SURF feature quantities are extracted from all the 
slide image set and categorized into K clusters using K-means clustering method. Then, 
Centrobaric vectors for each cluster (visual words) are obtained. K is set to 500 in this 
system. Next, SURF features extracted from each slide image are assined to the closest 
visual words. Finally, 500-dimensional feature vector for each slide image is obtained 
as a normalized histogram on visual words. 

2.2.2. Feature vector for color : Color histogram [9] 

In the case of 256 gradations of RGB, 16,777,216 colors can be expressed. However, 
users can neighter memorize nor identify all the exact color of slide image. Therefore, 
RGB is reduced to 4 gradations each and the color of the pixel of each slide image is 
assigned to the reduced colors. 64-dimensional feature vector is obtained as a 
normalized histogram on colors. 

2.2.3. Feature vector for text : Bag of words [10] 

The character strings are extracted from each AutoShape included in the slide and 
unnecessary spaces included for the appearance are removed. All the words are 
extracted from all the slides using morphological analysis. Among them, the upper 
1,000 words with the highest occurrence frequency except for the stop word are 
selected. The frequency of occurrence of the 1,000 words for each slide is calculated to 
obtain 1,000-dimensional feature vector as a normalized histogram on text. 

2.2.4. Similarity based on Bhattacharyya coefficient [11] 

For the two histograms I and M, the similarity is calculated using the following 
equation: 

� �
�

n

j jj MIBC
1
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where n is the number of dimensions of histograms. Threshold values are defined 
for each of the three features, and the similar slides exceeding the threshold value  are  
associated with each other from in terms of three features: shapes, colors and text. 

2.3. Skech image search  

2.3.1. Feature quantity of contour line 

Contour lines are obtained from a query sketch image and slides by canny edge and 
contour line tracking. Next, the obtained contour lines are described by P type Fourier 
descriptor [12], and amplitude spectra are extracted as feature quantities. The P-type 

Y. Oida et al. / Development of Presentation Slide Retrieval System642



Fourier descriptor is one of methods for expressing a curve line on the plane, and this 
amplitude spectrum is invariant with regard to the translation, scale, and rotation of the 
contour line. 

2.3.2. Similarity calculation 

The Euclidean distances d (x, y) between the extracted amplitude spectra are calculated. 
The contour lines are similar as the distance is smaller [13]. When N amplitude spectra 
are obtained from sketch image K and M amplitude spectra are obtained from slide 
image S, their distances are defined by the following equation: 

),(min),(
1 ,...,3,2,1 j

N

i iMj dSKDist aa�� ��  (2) 

where ai is the amplitude spectrum. The smaller Dist (K, S) is, the more similar the 
two images are. 

2.4. User interface 

Figure 2 shows the user interface of presentation slides retrieval system. Users can 
search slides by entering queries on text forms in the area A. Search results is shown in 
the area B. When a useful slide is found, you can store the slide in each item of the 
table of contents of the new presentation prepared in advance in the area C. Finally, we 
can merge and download the slides stored in the table of contents as a pptx file. Our 
system has a user interface for sketch image search shown in Figure 3a. Users can draw 
a sketch as a search query in the sketch area using tablet PC in Figure 3b, and then 
obtain slides displayed in descending order of similarity in the results area. 

Figure 2. User interface of the slides retrieval system. Figure 3. User interface of sketch image search. 

3. Case study 

3.1. Evaluation of similar slide search 

The performance of similar slide search function is evaluated by comparing it with full 
text search function. The evaluation criterion is the number of search steps until all the 
search target slides are found from the accumulated slides. 
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In this evaluation, 17 existing presentation 
files including a total of 1632 slides are used. 
The search target slides are six slides including a 
figure of a V-shaped process which illusrates a 
system development standard process called 
SDEM [14] as shown in Figure 4. 

Search results with only full-text search, 
and search results with full text search and 
similar slide search are shown in Table 1 and 
Table 2, respectively. 

 
Figure 4. Search target slides. 

In order to find all the target slides with full text search function, it was necessary 
to include a string “development” in the query without a string “standard”. Because 
search results by full text search depend on the input search query, it takes time to find 
an appropriate search query. On the other hand, all the target slides could be found with 
fewer steps by similar slide search based on the slides (Slide ID = 1, 2, 3, 4) obtained 
by full text search for the query string “SDEM”. Specifically, text similar slide search 
(Query ID = 3, 6, 12 in Table 2) made it possible to find all the six target slides. In 
addition, those precisions was larger than the precision of full text search (Query ID = 
7 in Table 1), which could find all the search target slides. 
Table 1. Search results by fullt text search. Query ID, query string, the number of search results, search 
target slide IDs contained in the search results, precision, recall , and F value. 

ID Query string Num of results Correct slide ID P R F 
1 SDEM 9 1,2,3,4 0.44 0.67 0.53 
2 "body of standard process" 4 3,4 0.50 0.33 0.40 
3 "standard process" 10 3,4 0.20 0.33 0.25 
4 standard process 29 1,2,3,4 0.14 0.67 0.23 
5 "development standard" 10 2,3 0.20 0.33 0.25 
6 "development process" 8 1,2,4,5,6 0.63 0.83 0.71 
7 development process 56 1,2,3,4,5,6 0.11 1.00 0.19 

Table 2. Search results by similar slide search. Query ID, slide ID as search query, type of similalrity, the 
rest which are the same as those in Table 1. 

ID Query slide ID Type  Num of results Correct slide ID P R F 
1 1 shape 10 1,6 0.20 0.33 0.25 
2 1 color 10 1 0.10 0.17 0.13 
3 1 text 23 1,2,3,4,5,6 0.26 1.00 0.41 
4 2 shape 10 2,4,5 0.30 0.50 0.38 
5 2 color 10 2 0.10 0.17 0.13 
6 2 text 35 1,2,3,4,5,6 0.17 1.00 0.29 
7 3 shape 10 3,4 0.20 0.33 0.25 
8 3 color 10 3 0.10 0.17 0.13 
9 3 text 10 1,2,3,4 0.40 0.67 0.50 

10 4 shape 101 2,3,4,5,6 0.05 0.83 0.09 
11 4 color 10 4 0.10 0.17 0.13 
12 4 text 34 1,2,3,4,5,6 0.18 1.00 0.31 

3.2. Evaluation of sketch image search 

Next experiment verifies that the target slide can be searched by developed sketch 
image search function. In this experiment, a user watches the target slide and draws a 
sketch for the target slide. It is evaluated that it is possible to obtain the target slide 
from the registered 10 slides. Figure 5 shows 10 slides accumulated in the system. 
Figure 6 shows the sketch image for slide with ID 8 drawn by the user. 
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Table 3 shows the distances calculated by the equation (2) between the drawn 
sketch image in Figure 6 and the 10 slides in Figure 5. Result showed that the most 
similar slide to the input image was the slide with ID 8. Therefore, it was confirmed 
that sketch image search function works well even for the simpler input image than the 
original slide image. 

Figure 5.  Accumulated slides in the slide retrieval system. 

 

 
Figure 6. 

Drawn sketch 
image for the 

slide ID 8. 

Table 3. Distances 
between sketch 
image and slide 

images. 

Slide ID Dist 
1 2.80 
2 1.97 
3 1.97 
4 1.09 
5 1.13 
6 1.35 
7 1.97 
8 0.94 
9 1.35 

10 1.94 
 

3.3. Evaluation of effectiveness in  practical work 

In order to evaluate effectiveness in practical work, a draft of presentation material 
including about 40 slides is created by one user on developed system. This user has 16 
yeas of experience in sales. The data set is the same as 3.1, and the time limit is set to 2 
hours. We compare the current method using only Windows Explorer and Microsoft 
PowerPoint and the method of using this system in terms of required time. In order to 
reduce bias of prior knowledge, the interval between the two experiments is set to one 
week. 

Table 4 shows the difference of creation time. The creation time using this system 
was 19.7% shorter than the current method because this system reduced time to open 
and close files, to browse irrelevant slides in the same file, and to reassemble extracted 
slides. Table 5 shows search efficiency of similar slide search, which was calculated 
based on the system usage log. From the viewpoint of the number of extracted slides 
per search, text similar slide search function is more than five times as efficient as full 
text search function, while the absolute value of the number of slides extracted by full 
text search function is the largest. 

Table 4. Comparison of required time (minutes).  

Current method Using this system 
Preprocess 5 Preprocess 0.5 
Search & Extraction 55 Search & Extraction & Reassembly 66 Reassembly 21 
Modification 28 Modification 21 

Total 109 Total 87.5 

Table 5. Search efficiency of similar slide search.  

Type of search Num of searches Num of stored slides Search efficiency 
Full Text Search 92 33 0.36 
Similar Slide Search Shape 8 2 0.25 

 Color 4 2 0.50 
 Text 14 29 2.07 
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4. Conclustion 

In our research, we developed a slide retrieval system which can comprehensively 
search slides necessary for presentation creation in a short time. Slide unit search is 
realized by decomposing presentation files into slide units and managing them by URI 
and metadata in one metadata repository. In order to comprehensively and efficiently 
search reusable slide candidates, similar slide search function was developed which can 
search similar slides by using the specified slide itself as a search query. In order to 
realize slide retrieval based only on visual memory when a user cannot remember the 
character string as a search query, a retrieval function based on handwritten graphic 
information was developed.  

In case study, the performance of similar slide search and sketch image search was 
evaluated. The presentation creation time using this slide retrieval sytem was reduced 
by 19.7% compared with the current method. Through this case study, we found that 
the search efficiency of text similar slide search was the highest among the search 
functions. 
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