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Abstract. We present the results of the Latvian IT Competence Centre (IT CC) in 
developing several essential language technologies and applications. 11 language 
technology projects have been completed in the first phase of the IT CC work. We 
describe how IT CC has contributed to filling in the gaps and improving the 
quality of the basic language technologies for Latvian in speech processing, 
machine translation, parsing and grammar checking, intelligent media monitoring 
and multi-modal human-computer interaction.  
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1. Introduction 

In 2010, Latvian research institutions and major information technology (IT) 
companies founded the IT Competence Centre (IT CC) with the aim of supporting a 
long term cooperation between research organisations and industry in order to create 
innovative technologies and prototypes of internationally competitive IT products. The 
IT Competence Centre was one of the six Competence Centres that were co-funded by 
the European Structural Funds Programme from 2011 till 2015. 

The IT Competence Centre has set two research directions as its main priorities: 
business process analysis and language technologies (LT). 11 projects have been 
completed so far in different disciplines related to language technologies and natural 
language processing: multilingual ontology-based e-learning, reading and 
comprehension analysis methods and tools, parsing and grammar checking, speech 
resources and technologies, intelligent media monitoring, machine translation and 
multi-modal human-computer interaction. For many of these topics, only some initial 
studies had been carried out before the CC programme started. 

In this paper, we present the most important results achieved by the IT CC in the 
area of language resources and technologies (LRT). These results have enabled the IT 
CC to fill some key gaps in the Latvian Basic Language Resource Kit (BLARK) [1] – 
the minimal set of technologies, tools and resources that are needed for any language 
for research and application development. 

We also show how the resources and technologies that have resulted from the 
research activities were used in developing novel IT applications by IT CC industry 
members – language technology company Tilde and news agency LETA. 
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2. Latvian BLARK 

The progress in developing Latvian language resources and tools is rather well 
documented in the proceedings of previous Baltic HLT conferences ([2], [3], [4]) and 
the comparative study by META-NET [5]. A common conclusion of these studies has 
been that several basic language resources and tools are still missing for the Latvian 
language (see Table 1). 
Table 1. Level of language technology support for Latvian in 2012 according to the META-NET study [5]: 
0 – very low, 6 – very high 
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Language Technology: Tools, Technologies and Applications 

Speech Recognition 0 0 0 0 0 0 0 

Speech Synthesis 2 3 4 3 4 3 4 

Grammatical analysis 2.5 2 3 3.5 4 3 4 

Semantic analysis 1 0 0 0 0 0 0 

Text generation 1 2 1 2 2 1 2 

Machine translation 3 4 3 3 4 3 4 

Language Resources: Resources, Data and Knowledge Bases 

Text corpora 2 4 4 3 3 3 4.5 

Speech corpora 1 0 1 1 1 1 3 

Parallel corpora 1 3 2 2 3 4 4 

Lexical resources 3 3.5 4 3 4.5 4.5 4.5 

Grammars 2 1 3 2 3 4 3 

In the comparative study of META-NET [5], Latvian was assessed as one of the three 
languages in the Baltic and Nordic region with weak or no support in all major LRT 
areas, as shown in Table 2. 
Table 2. Availability of language resources and tools for languages of Baltic and Nordic countries [5]. 

 Excellent Good Moderate Fragmentary Weak/None 

Speech 
Processing 

  Finnish Danish, Estonian, 
Norwegian, Swedish 

Icelandic, Latvian, 
Lithuanian 

Machine 
Translation 

    Danish, Estonian, 
Finnish, Icelandic, 
Latvian, Lithuanian, 
Norwegian, Swedish 

Text 
Analysis 

   Danish, Finnish, 
Norwegian, Swedish 

Estonian, Icelandic, 
Latvian, Lithuanian 

Resources   Swedish Danish, Estonian, 
Finnish, Norwegian 

Icelandic, Latvian, 
Lithuanian 
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3. Basic Language Resources and Tools Developed in the IT Competence Centre 

Programme 

To narrow the gaps and develop missing technologies, IT CC focused on all key LRT 

areas – speech processing, machine translation, text analysis and language resources. 

3.1. Speech Resources and Technologies 

Until now, the major gap in BLARK for Latvian was the missing Automatic Speech 

Recognition (ASR) technology. This important gap is now filled through the results of 

four IT CC projects, which are presented in the following sections.  

3.1.1. Speech Corpus 

The main reason why there was no speech recognition system for Latvian was the lack 

of a sufficiently big annotated speech corpus, which is a prerequisite for ASR 

development. Therefore, creation of such a corpus was initiated by IT CC industry 

members Tilde and LETA with the involvement of the Institute of Mathematics and 

Computer Science of the University of Latvia (IMCS) as a cooperation partner. It was 

decided to build a 100-hour orthographically annotated and 4-hour phonetically 

annotated Latvian Speech Recognition Corpus [6]. Specification and creation of the 

corpus took about a year and was finished by the end of 2013. The statistics of the 

orthographically annotated data in the Latvian Speech Recognition Corpus are given in 

Table 3; the proportional distribution of speech data with respect to the gender and age 

of speakers and the style of speech is given in Figure 1. 

Table 3. The statistics of the Latvian Speech 

Recognition Corpus  [6] 

Number of unique words ~72.5 k 

Number of running words ~837 k 

Total number of speakers 1,851 

Men 1,016 

Women 835 
 

Table 4. Data distribution with respect to different 

speech segment types  [6] 

Type Total length 

Inhalation, exhalation 3 h 45 min (13,538 s) 

Pauses  1 h 55 min (6,911 s) 

Non-verbal segments 19 min (1,137 s) 

Verbal segments  94 h 1 min (338,500 s) 

The whole corpus 100 h 1 min (360,086 s) 

 
Figure 1. Data distribution with respect to the 1) gender and 2) age of speakers and the 3) style of speech [6]. 

The corpus includes both verbal and non-verbal segments (see Table 4). Most 

audio data included in the corpus have a frequency of 44.1 kHz with 16 bits allocated 

per sample. The data included in the corpus have been selected to contain different 

noise types: (1) audio data without background noise (studio recordings / outside a 

studio without background noise), (2) data recorded in a studio with background noise 

(e.g. physiological noise), (3) data recorded outside a studio with background noise (e.g. 
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office noise), (4) street noise (i.e. noise caused by vehicles, pedestrians, etc.), (5) noise 
inside a car and (6) loud music as background noise. 

3.1.2. Automatic Speech Recognition 

The Latvian Speech Recognition Corpus was used in two separate IT CC projects for 
building Latvian ASR systems. Language technology company Tilde created Latvian 
ASR systems for audio transcription  [7], [8], [9], [10] and for text dictation [11]. The 
news agency LETA, together with IMCS, created an ASR system for keyword 
recognition in media monitoring [12], [13] (see Section 4.1). 

Tilde's Latvian ASR for audio transcription was evaluated on two test sets: (1) 
about 1 hour of lecture recordings collected from the Web and (2) a very small (23 
min.) corpus of Latvian speech that was obtained by recording various people reading 
articles from Web news portals. The results of the evaluation are summarised in Table 
5. Word error rates (WER) of 19-21% can be considered to be rather high. However, 
our analysis of misrecognised words showed that only 47% of them make utterances 
difficult or impossible to understand. This is because 42% of errors are in the word 
endings, which in most cases are easy to identify and correct.  
Table 5. Evaluation of Word error rate in Tilde's Latvian ASR for audio transcription 

Test Set OOV (out of 

vocabulary) 

WER 

Lectures 3% 20.71% 

News 6% 19.63% 

The evaluation results encouraged to integrate Latvian ASR in real-world 
applications. Tilde created a public online service for audio transcription1 and also 
integrated Latvian speech recognition in the software product Tildes Birojs2. In addition, 
an annotated audio corpus of dictated text [14] was created and used to create a 
dictation system [11]. 

3.2. Machine Translation 

IT CC work in machine translation (MT) focused on researching novel multilingual 
methods for Latvian and other under-resourced languages. Several methods were 
investigated how to improve statistical MT by complementing statistical models with 
various linguistic knowledge. The research focused on integration of knowledge about 
word morphology, translation dictionaries and term dictionaries [15], treatment of 
special tokens (e.g. numbers, measurement units, file names, URLs etc.). A special 
research activity was devoted to automation of corpora collection and its processing to 
address the problem of data sparseness [16], [17].  

The research results were validated in practical application for the localization 
industry by integrating MT in computer aided translation tools. Effect of MT on 
productivity of translators was evaluated by comparing traditional translation process 
using only translation memories with enhanced model where translation memories are 
supplemented with machine translation results. Significant productivity improvement 
(15-32%) was achieved for all investigated language pairs [18], [19]. The created 

                                                           
1 https://www.tilde.lv/runas-atpazinejs  
2 http://www.tilde.lv/tildes-birojs-2016  
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general purpose MT systems outperform other known MT systems (including Google 

Translate) for all languages of Baltic states [20]. The Table 6 and the Figure 2 give 

more details on training data and automatic quality evaluation.  

Table 6. Amount of training data and results of the automatic evaluation 

MT systems Corpora size (sentences) BLEU 

 Parallel Monolingual  

English – Latvian 8.9 M 60.9 M 37.38 

Latvian – English 12.7 M 66.6 M 44.15 

English – Lithuanian 5.3 M 24.1 M 28.80 

Lithuanian – English 5.3 M 81.0 M 38.42 

English – Estonian 12.5 M 33.1 M 24.22 

Estonian – English 11.5 M 107.9 M 37.97 

 

 
Figure 2. MT systems compared to MT systems of Google, Microsoft and University of Tartu [20]. 

3.3. Parsing and Grammar Checking 

In scope of the IT CC project a prototype of syntactic analysis system and a prototype 

of grammar error correction system were created. After analysis of different formal 

grammars used for various languages, it was decided to base the rule format on context 

free grammar formalism. As Latvian has a rich morphology, which is hard to describe 

with non-terminal symbol names, the classic context-free grammar formalism was 

extended by adding syntactic roles to constituents, enabling to specify lexical 

constraints and constraints on morpho-syntactic feature values. 580 handwritten rules 

describing the correct syntactic constructions of the Latvian language were created. 

They cover all main constituents of a sentence, starting from simple nominal, 

prepositional, adverbial and verbal phrases and ending with description of complex and 

compound sentences. More than 1,000 textual examples and corresponding syntactic 

rules were collected in a database of syntactic construction examples. 

For grammar checking, 263 error rules that describe incorrect syntax and depend 

on phrases described by correct syntax rules and 239 error rules that contain only 

terminal symbols were created. The four main areas (orthography, punctuation, 
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grammar and lexicon) where errors occur and where grammar checking would be 
helpful were identified, and errors were clustered in 22 error types. For parsing Latvian 
texts, the CYK (Cocke-Younger-Kasami) algorithm was chosen as it allows partial 
parsing, which is useful for grammar checking [21].  

The parser was evaluated using the PARSEVAL measures of precision, recall and 
crossing brackets [22]. The gold standard for the parser evaluation was created semi-
automatically. At first, 484 sentences were parsed by a parser, and then they were 
corrected by a human editor.  The parser achieved 89.1% recall and 89.13% precision, 
and brackets do not cross in 87.6% of the cases. For the grammar checker, we collected 
and manually annotated a corpus containing sentences with different types of 
errors [23]. The predefined error type and the suggestion for correction were assigned 
to every erroneous sentence in the corpus. The grammar checker achieved 18.7% recall 
and 65% precision on the student paper test corpus. We also performed a human 
evaluation of the prototype for the grammar error correction system.  

4. From BLARK to Innovative Applications and Products  

4.1. System for Monitoring of Latvian Radio and Television Broadcasts 

The experimental developments carried out during the IT CC project enabled the 
development of an automatic system for monitoring of Latvian radio and television 
broadcasts [12]. 

The system for automatic monitoring of Latvian radio and television broadcasts 
(more than 300 TV and radio programs) uses an automatic speech recognition (ASR) 
module to convert audio and video files to text and to extract more than 5000 keywords 
of interest. The system performs several tasks: it automatically downloads audio and 
video files from servers that record radio and television broadcasts; then the pre-
processing and splitting of these files for ASR on multiple server instances are 
performed; recognised audio fragments are merged from divided fragments into a 
single resulting audio. In the end, the system exports processed files to a separate 
media monitoring system that allows to monitor media based on the preferences of the 
client’s keyword lists, date and time [13].  

The automatic broadcast monitoring system also provides a user interface for 
editing transcribed text – inaccurately recognised keywords and metadata (e.g. title, 
date, time, source and broadcast name).  Although the system works only for Latvian, it 
could be adapted to be used for other languages as well. 

4.2. System of Text Summarisation and Information Extraction 

In the scope of the IT CC project, the experimental system of text summarisation and 
information extraction for obtaining CV-style structured information about publicly 
mentioned persons, organisations and their relations by analysing newswire archives in 
the Latvian language was developed by LETA and IMCS [24], [25]. The text analysis 
and CV-style text summarisation system consists of morpho-syntactic analysis, named 
entity recognition, coreference resolution and a semantic role labelling system based on 
FrameNet principles [25]. 

The main goal for creation of this system was to automatically process, analyse 
and extract information about persons and organisations from news articles. Before this 

I. Skadiņa et al. / Filling the Gaps in Latvian BLARK8



system was implemented, there were approx. 25,000 unstructured person and 
organisation profiles in the LETA archive. As a result of the implementation of this 
system, previous profiles are structured, new facts are automatically added, and the 
number of profiles has grown three times.  

The developed system allowed LETA and IMCS to successfully complete the EU 
ERAF funded project “Identification of relations in newswire texts and graph 
visualisation of the extracted relation database”3. Integration and development of the 
system continues under the Horizon 2020 Research and Innovation Action "Scalable 
Understanding of Multilingual Media (SUMMA)"4. 

4.3. Multimodal-interaction 

As dialog-based applications like Apple Siri and Microsoft Cortana have attracted 
many users, human-computer interaction using a conversational interface has become a 
hot research topic. In Latvia, dialog-based interaction is a relatively new field of 
research. Thus, an IT CC project was initiated to research novel interfaces for human-
computer interaction on mobile devices.  

The goal of this project was to create animated virtual agents and research their 
usability for different applications. In the first experiments, several English-speaking, 
humanlike 3D agents were created to evaluate the state of the art of the existing freely 
available dialogue management platforms. These humanlike characters are able to hold 
simple natural language based conversations on predefined topics. Several virtual 
assistants that can be used for simple conversation or as a virtual guide were created for 
Android, iOS and Windows mobile platforms [26], [27]. 

Inspired by the first positive results and user interest (conversational agent Laura 
has more than 120 thousand downloads from Google Play store), task specific, 
Latvian-speaking virtual assistants were designed. Two use scenarios were 
investigated: (1) teaching multiplication to kids and (2) asking/telling facts about 
Latvia. Our main concern was the usability of the Latvian speech recogniser [7] for 
mobile devices, particular domains and different speakers. Another challenge was 
dialogue management since Latvian is an inflected free word order language, which 
significantly complicates the processing of user input and generation of a response. 
Table 7. Evaluation results for multiplication and Latvian facts dialogues 

Dialogue 

system 

Speech recognition Correctness of dialogue 

Incorrect Partly 

correct 

Correct Correct Incorrect 

Multiplication 9% 22% 69% 87% 13% 

Latvian facts 14% 26% 14% 74% 26% 

The dialogue system for the multiplication scenario was evaluated by 21 
evaluators – 10 children and 11 adults. The dialogue system that tells and asks facts 
about Latvia was evaluated by 20 adults - 10 women and 10 men. In both scenarios, 
correctness of ASR output and correctness of the answer generated by the dialogue 
system were evaluated (see Table 7). Although the multiplication scenario requires 

                                                           
3 Nr.2DP/2.1.1.1.0/13/APIA/VIAA/014   
4 http://www.summa-project.eu/  
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understanding of children's language, it showed better results. This could be explained 
by less variability in the user's answers. 

5. Conclusions 

In this paper, we presented an overview of Latvian language resources and tools 
developed in the IT Competence Centre programme in 2011-2015. We described how 
this programme helped to advance Latvian language technologies and fill major gaps in 
the Latvian BLARK. A particularly important achievement is the creation of a large 
annotated Latvian speech corpora and the first speech recognition systems for Latvian – 
the components that were completely missing in the Latvian BLARK.  

Among the major success factors are focus on practical results that are applicable 
in real-world applications, close cooperation between IT companies and research 
institutions, efficient research with rapid prototyping, continuous evaluation of the 
applicability of proposed methods and validation of research results in applications and 
use scenarios.  

IT CC wants to continue to be a major driver of the technological development for 
the Latvian language and has applied for continuous co-funding in the next 
Competence Centre programme 2016-2021. 
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