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Abstract. The increase in routine clinical data collection coupled with an expecta-
tion to exploit this in support of evidence based decision making creates a need for
an intelligent model selection system to support clinicians when analysing data be-
cause clinicians often lack the statistical expertise to do this independently. In a pre-
vious position paper, an argumentation based approach to devise a decision support
system for such an application was introduced. This approach ignored the relative
strength of arguments for and against alternative models. This paper demonstrates
how an extended argumentation framework can be employed to capture and reason
with statistical and research domain knowledge that affects the relative strength of
arguments. The approach is validated by means of a real-world case study.
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1. Introduction

Answering a research question through statistical data analysis normally involves apply-
ing a particular statistical model or technique to the data. Software packages make the
application of statistical methods easy but it is hard to determine which one to employ.
The suitability of statistical approaches depends on the research question at hand, the
assumptions underpinning the approaches and the extent to which they are satisfied by
the data. Assessing the latter requires both statistical domain knowledge and an under-
standing of the data and how it has been collected.

This paper is part of a broader project that aims to address this problem by means
an intelligent decision support system to aid with model selection. For the purposes of
this paper, it is assumed that a clinician aims to analyse a research question by means of
an existing data set. Sometimes, clinicians interact with statistical concepts at the design
stage of a study, before data has been collected. Extending the approach to the latter
scenario is left for future work. The research questions of interest extend beyond system
identification by finding a ”best-fit” model for the data, and include hypothesis testing
and other methods where the conclusions derived from statistical analysis are only valid
in so far as an appropriate model has been applied.

Previously, we have proposed an approach to employ computational models of ar-
gumentation to identify the reasons to accept or reject the use of a statistical model [10].
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Using Dung’s argumentation framework [6], the resulting models enable identification
of sets of accepted arguments and associated models. This approach ignores the rel-
ative strength of arguments. Statistical and application domain knowledge can inform
appraisals of argument strength and can be modelled by means of preferences over ar-
guments. This paper aims to address where such preferences emanate from, how they
should be represented and how we might reason with them using existing argumentation
approaches. The approach is validated by means of a case study in the medical domain,
the initial results of which were published by Schilling et. al. [11].

2. Background

Within the clinical domain, clinicians are able to query and access many databases to
explore and test research questions or perform hypothesis testing. A systematic review
highlighted that while reporting of survival analysis results in journal publications had
increased and the quality of the reporting of statistical analysis was improving slowly,
only a low proportion of articles mention validation of model assumptions prior to use
[1]. In our previous work we addressed the issue of the models to consider on the grounds
of achieving the desired analytical objective and the underlying critical assumption test-
ing. However as preferences are an important element in decision making, especially
collective decision making, there is a need to leverage them as part of the model selec-
tion process. Within our model selection process preferences will be used to support the
selection of the most appropriate model when more than one is possible, and given the
clinician’s research question and data.

In our position paper, we proposed an architecture for an argumentation based sys-
tem to support the model selection process through the use of a knowledge base and an
argumentation scheme [10]. A core component of this system is a statistical knowledge
base (SKB) that defines the relations between research question type (R), research ob-
jectives (O), models (M) and assumptions (A). The SKB holds facts linking R,O,M,A in
a way that will support the queries from the argumentation schemes. The SKB specifies
multiple research question types. Each is linked to the objectives O that can fulfil that
research question R. Models M are defined and linked to the respective objectives they
are suitable for. For each model the critical assumptions that must be satisfied for the
model to be applicable are identified. The relations and contents of the SKB are derived
from statistical theory and best practice.
The elements of the SKB are denoted as follows:

• The set of models: M = {m1, . . . ,mK}
• The set of assumptions: A = {a1, . . . ,aP}
• The set of objectives: O = {o1, . . . ,oQ}

The following relationships are defined in the SKB:

• F : M×O where (mk,oq) ∈ F iff mk fulfils objective oq
• C : M×A where (ap,mk) ∈C iff ap is a critical assumption for mk
• O : O×O where (or,oq) ∈ O iff or is an alternative objective to oq

A key benefit of the architecture proposed in [10] is that it differentiates knowledge
into domain and problem specific information to be provided by the clinician, the prob-
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lem independent domain specific statistical knowledge base and problem and domain in-
dependent argumentation schemes. This facilitates maintainability of the approach. How-
ever, our approach ignored subtle differences between the applicability of plausible mod-
els to a problem, such as the extent to which non-critical assumptions are not satisfied and
contextual information that affects a model’s suitability to meet the research objective.
This work aims to capture such subtleties by modelling them by means of preferences
over arguments.

A number of distinct approaches to represent and reason with preferences over ar-
guments have been devised. Key approaches include Preference Argumentation Frame-
works (PAF) [2, 4], Value-Based Argumentation Frameworks (VAF) [5] and Extended
Argumentation Frameworks (EAFs) [9].

In VAFs, arguments are said to promote values and preferences over arguments de-
rived from a preference ordering over values. Because the intelligent decision support
system proposed herein aims to enable clinicians to answer research questions objec-
tively supported by data, the choice of statistical model for performing an analysis rarely
involves a conflict of values2. Thus, while VAFs enable a broad range of scenarios to be
analysed, they are not a good fit for the problem at hand. Therefore, the remainder of this
section focusses on PAFs, specifically in its incarnation of Argumentation Frameworks
based on Contextual Preferences (CPAFs) [3], and EAFs [9].

3. Method

The objective of this paper is to define a preference ordering Pre f : M×M over a set of
models M = {m1, . . . ,mn}. However, such an ordering or orderings are not necessarily
defined over the models directly. This section examines where the preferences for statisti-
cal model selection stem from, how they should be represented and which argumentation
framework is suitable to infer decision support information based on those preference.

One source for preference orders is the statistical theory underpinning each model
and dictating which models perform better when certain conditions are present in the
data or the research question. For example, certain types of model are more resilient to
particular features in the data, e.g. censoring or the proportion of case data lost to follow
up, whereas others tend to become unreliable in such circumstances. Here, the presence
of a particular feature causes a preference ordering over statistical models to arise. This
relationship between a feature and an associated preference ordering is a matter of statis-
tical knowledge. The presence of the feature may be determined by applying a test on the
data or needs to be elicited from domain knowledge. In what follows, such preferences
are called feature-based preferences.

A second source of preference orders is derived from model intent. There are dif-
ferent reasons for building a model when answering a research question. McBurney [8]
explores the different purposes or reasons why a model can be used. In the context of
statistical analysis the two most common intents for building a model on data are the
need to predict or the need to explain (understand) the data. This is also covered in detail
in [12]. In her article, Shmueli tackles the distinction between explanatory modelling and
predictive modelling in detail and the implications these have on the choice of model

2It is understood this would be different in a scenario where statistical analysis aims to serve a political
agenda.
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CD1 Model P1

absent
m1 KM unaffected
m2 PH unaffected
m4 χ2 unaffected

light
m1 KM unaffected
m2 PH unaffected
m4 χ2 affected

heavy
m1 KM affected
m2 PH unaffected
m4 χ2 affected

Table 1. P1 for model resilience to censoring

CD2 Model P2

predict
m1 KM avoid
m2 PH suitable
m4 χ2 avoid

explain
m1 KM suitable
m2 PH suitable
m4 χ2 neutral

Table 2. P2 for model intent

to use. The definition of a good model will differ depending on whether we are looking
for explanatory or predictive power, and this will reflect itself in an order of preference
between models that can achieve a specific analytic objective. This preference order be-
tween models will change depending on the intent (purpose) of the analysis. In what
follows, such preferences are called intent-based preferences.

Finally, there may be preference orders that are derived from the clinicians them-
selves. This could be due to the fact they are more familiar with a model, or that the
literature they reference most makes use of a particular model. These preference orders
can arise when more than one clinician is involved in an analysis and are an important
factor within the decision making process. In what follows, such preferences are called
domain-based preferences.

To incorporate preferences into the approach, the statistical knowledge base (SKB)
introduced in [10] is extended with

• A set of context domains CD = {CD1, . . . ,CDH}. Each CDh is a set of mutually
exclusive contexts.

• A set of totally ordered sets of performance measures P = {P1, . . . ,PH}. Each
Ph contains a set of measures ph1 ≺ . . . ≺ ph jh by means of which a model’s
performance is assessed in a specific context.

• A set of performance function PF = {PF1, . . . ,PFH}, such that each PFi : CDi ×
M �→ Pi.

For example, the feature-based preference ”resilience to censoring” can be modelled
by a context domain CD1 = {absent, light,heavy} where the elements in the set corre-
spond to features indicating distinct degrees to which censoring is present in the data.
These can be defined more precisely in terms of proportion of records in the data affected
but we avoid doing so to keep the example simple. The corresponding performance mea-
sure might be defined as P1 = {unaffected, affected}. Table 1 presents an example of a
performance function.

An example of an intent-based preference is CD2 = {predict,explain} where
the performance measures would be defined as P2 = {suitable, neutral, avoid}, as in
Table 2. This can also be defined for domain-based preferences CD3 where P3 =
{preferred,neutral}.

To construct an argumentation model based on the extended statistical knowledge
base, first the set of context domains CD for the problem at hand must be established.
CD contains contexts taken from the context domains in {CD1, . . . ,CDH}. Formally,
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CD ⊆ CD1 ∪ . . .∪CDH . Whether a context is relevant to a problem is derived by ap-
plying a test on the data, elicited from the domain expert/clinician or elicited from the
research question. Where identification of the context is not straightforward, the contexts
in CD provide hooks (conclusions) for further arguments about the appropriate statistical
model.

Let 〈Args,R〉 be an argumentation framework produced using the method described
previous in [10]. Such a model can now be extended to an EAF [9] 〈Args,R′,D〉 by
defining:

• R′ = R∪{(ci j,cik)|ci j,cik ∈CD∩CDi,ci j �= cik}. Intuitively, R is extended with a
symmetric attack relationship between each distinct pair of contexts in CD from
the same context domain CDi.

• D = {(ci j,(m1,m2))|ci j ∈ CD,PFi(ci j,m1) ≺ PFi(ci j,m2)}. Intuitively, an attack
relationship ci j � (m1 ⇀ m2) is added for each attack of a model m2 by a model
m1 where a context ci j justifies a preference of m2 over m1.

The model can be enhanced further to take into account an importance order I of the
context domains, if this is available. Let 〈Args,R,D〉 be the EAF, this can be extended
to include I the importance of the context domains order by defining I as a complete or
partial order on CD×CD.

4. Case Study

The example used in this case study is derived from the ongoing collaboration with the
Head and Neck Department at Guy’s Hospital, King’s College London (UK). The first
published output of this work is in [11], and relies on a rich data set collected as part of
the Sentinel European Node Trial (SENT). This data was collected as an observational
study across 14 european centres and recruited a total of 415 patients who met the en-
trance criteria at diagnosis. The study commenced in 2005 and involves over 40 clini-
cians across the participating hospitals. The centres are periodically updating the current
status of the patients in the trial. The main motivation for this trial was to assess whether
sentinel node biopsy is a reliable and safe diagnostic technique in patients with early
stage oral squamous cell carcinoma. The first output from this data answers the primary
objective on patients with the potential for at least 3 years of follow up.

The data collected offers a cohort of data that can be exploited in support of answer-
ing many more clinician research questions or secondary objectives. There are a num-
ber of such analyses in progress initiated by different clinicians involved in SENT. An
example of such a secondary analysis will be used as the case study in this paper. The
research question is to identify whether there is a difference in survival between patients
(within the SENT trial) who had so-called adjuvant therapy (such as Radiotherapy or
Chemotherapy) to those that did not have any additional treatment.

By means of the approach presented in previous work [10], an argumentation frame-
work 〈Args,R〉 is produced where Args = {m1,m2,m4}, where each mi is an argument
supporting the use of a particular model and R = {(m1,m2),(m1,m4),(m2,m4),(m2,m1)
,(m4,m1),(m4,m2)}, which is the set of pairwise attacks between alternative models.
Note that this is a substantial simplification of the argumentation model presented in [10].
The underlying assumptions have been omitted from the model as they are not necessary
to understand how preferences are added.
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To incorporate preferences over the models m1, m2 and m4, four context domains
need to be considered. The first (CD1) corresponds to censoring. A query on the data
has determined the presence of heavy censoring. Censoring can affect the reliability of
the estimates obtained from some models, in this case both m1 and m4 are affected by
heavy censoring. Using the context domain and performance function from Table 2, the
following preference arguments ci j arise: c11 � (m1 ⇀ m2), c12 � (m4 ⇀ m2).

The preference argument c11 is derived from the CD1 and it attacks the attack of
(m1,m2).

The second context domain (CD2) corresponds to intent. In this case, the intent of
the study is to explore or explain the data, therefore the context domain for model intent
is relevant and preferences arising from the intent of explaining will be used. Using
the context domain and performance function from Table 2, the following preference
arguments arise: c21 � (m4 ⇀ m1), c22 � (m4 ⇀ m2).

The remaining context domains (CD3 and CD4) stem from clinician preferences.
These are preferences expressed by different clinicians and result in a set of preference
arguments that attack the attack of all arguments in support of all models except the one
expressed by the clinician. The following preference arguments arise: c31 � (m1 ⇀ m2),
c32 � (m4 ⇀ m2), c41 � (m1 ⇀ m4), c42 � (m2 ⇀ m4).

Finally, an importance ordering I, specifying that CD1 
CD2 
CD3 
CD4 is added
to the argument framework. Depending on which context domains are pertinent to a spe-
cific analysis there may be an order on the context domain. The context domains that re-
late to statistical theory are more important in model selection than clinician preferences.

To recommend the most suitable model to apply for this analysis we would require
a complete extension of this framework, which contains arguments in support of one
model only. Without considering any preference arguments this argumentation frame-
work contains only arguments that symmetrically attack each other. The introduction of
preferences will enable the strengths of the arguments to the taken into consideration.

Applying CPAF to this argumentation framework using the above model yields a
recommendation for the use of model m2, irrespective of the approach used. The appli-
cation of EAF to this situation does not yield any stable extensions, except the empty
set. This is due to the relative importance of the preferences emanating from the different
context domains not being exploited.

The preferences can be resolved in order to determine the recommended model by
initially only considering the preference arguments from the most important context do-
main (CD1). The preference arguments in the EAF attack the existing attacks between
arguments in support of the models and their effect on the argumentation framework can
be seen in Figure 1. In this case, m2 is the only argument that is not strictly defeated and
as such this would be the recommended model to be used, this would represent the sta-
ble extension to the argumentation framework. In this EAF, the justification to its choice
over m1 and m4 is given by the context domain used in order to resolve this. In this case
the recommendation of m2 over the other models is explained by it being preferred under
conditions of censoring.

If we assume that the order over the context domains is not known, then the exten-
sions for the EAF can be computed for each CDi in turn. The resulting extensions would
be: S1 = {m2}, S2 = {m2}, S3 = {m2} and S4 = {m4} where Si corresponds to the stable
extension for CDi. In other words model m4 would only be selected in a situation where
the preferences of clinician 2 are prioritised over all other contexts.
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m1m1

m4m4 m2m2

c11 � (m1 ⇀ m2)c11 � (m1 ⇀ m2)

c31 � (m1 ⇀ m2)c31 � (m1 ⇀ m2)

c12 � (m4 ⇀ m2)c12 � (m4 ⇀ m2) c22 � (m4 ⇀ m2)c22 � (m4 ⇀ m2)

c42 � (m2 ⇀ m4)c42 � (m2 ⇀ m4)

c41 � (m1 ⇀ m4)c41 � (m1 ⇀ m4)

c21 � (m4 ⇀ m1)c21 � (m4 ⇀ m1)

c32 � (m4 ⇀ m2)c32 � (m4 ⇀ m2)

Figure 1. The preference arguments, considering only the preference arguments from context domain CD1

5. Conclusion

This paper has presented an approach to develop a decision support tool to aid domain
experts who collect data as part of their professional practice with choosing statistical
techniques for analysis. This work has built on earlier work presented in [10]. Our pro-
posed methods support the statistical model selection process by enabling contrasting
preference orderings to be accounted for and reasoned with in order to recommend the
most suitable model. This is achieved through EAFs and an extended statistical knowl-
edge base. This approach can also take into account the relative importance of the dif-
ferent preference context domains, if this is applicable to the situation. Our proposed
methodology for the inclusion of preferences enables the different types of preferences
and their potential conflicts to be leveraged within the statistical model selection process,
without statistical, informatics or administrative support.

The use of clinical preferences and argumentation to support decision making by
clinicians has also been explored by Hunter et al [7]. In this paper, the aim is to offer the
clinician the facility to aggregate evidence whilst taking into consideration the clinician’s
own assessment of the strength or weaknesses of each item of evidence. A clinician’s
preference may stem from the source of the evidence and is applied to the evidence used
to evaluate the arguments, not on the arguments themselves. This method was evaluated
by means of an actual trial with clinicians. The difference between our situation and the
scenario considered in this paper is that in our case the preferences are not completely
dependent on the clinician’s view.

A prototype of the proposed system is being developed. This will offer the opportu-
nity for the evaluation of the system using a range of case studies. Future work will focus
on developing an ontology in support of a more flexible input method for the clinician’s
research question. This would enable clinicians to formulate their research questions us-
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ing the terminology they may be more familiar with, as the ontology would relate it to the
key concepts required by the proposed system to proceed with model selection. We also
plan to address situations where the assumptions about the data available are removed. In
such situations the data required to answer a research question may need to be extracted
from multiple disparate sources, which may vary in provenance and quality. This would
require methods able to handle multiple data sources, data matching, data quality and
their impact on the proposed method for statistical model selection.
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