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Abstract Path-disruption games are a class of cooperative games in
which agents try to block any path from an intruder’s source vertex to
a target vertex. We study algorithmic properties and characterizations
of the least core and the cost of stability for these games.

Keywords. cooperative games, cost of stability, path-disruption games

Introduction

Princess Nectarine, adored ruler of the Shiitake Kingdom, has been living hap-
pily alongside her beloved husband and fellow-ruler Tanky... that is, only until
recently when her ex-boyfriend Angelo suddenly appeared at the border of her
realm, eager to “have a word” with Tanky and herself. Seemingly tired of all
the arguments and quarrels she and Angelo were having in the past, Nectarine
gathers all the guards, armed tortoises, fire traps, and whatever else she has at
her disposal, places them at well-considered spots in her kingdom, and decides to
sit out this whole mess of a situation, hoping that Angelo will eventually give up
on his futile attempts to reach her home and castle. Even though her situation
since the appearance of Angelo is far from being all fun and games, what Princess
Nectarine is playing right now is essentially a path-disruption game.
Path-disruption games (PDGs, for short) form a class of cooperative games
defined by Bachrach and Porat [7] and model scenarios in which a society of
players, connected via links forming a network, aims to prevent an intruder from
reaching a target node from some source node within the network. A subgroup of
players wins a game if they are able to collectively block all paths leading from
the source to the target. As to applications, the network—as well as the intruder’s
intention—may be of various kinds: a hacker trying to gain access to a particular
computer in a digital network, a terroristic attacker (or any other suspect) trying
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to reach a certain building via a road network, or a person struggling her way
through a social hierarchy so as to reach a certain rewarding level in the hierarchy.

Next to many other communities studying various forms of connectivity,
reachability, and reliability in networks including security issues, the analyses of
cooperative game representations on networks have developed recently, consider-
ing, for instance, network flow games [14,8] and reliability games [5,4]. Cooper-
ative game theory allows us to treat single nodes as individuals, called players
or agents, that can team up in order to achieve a common goal. In the scenario
underlying path-disruption games, their goal is to disconnect a source node from
a target node in a network by disrupting all possible paths. Being concerned with
the roles that coalitions or single agents play in such a setting, it is common to
study certain solutions concepts. For instance, one might ask which players are
most useful in order to disrupt a path and what structural properties of the graph
lead to them being useful. Path-disruption games have further been studied, e.g.,
by Aziz et al. [1] and Rey et al. [18]. Here, we are interested in stability concepts
such as the core of a game. The core of a cooperative game is the set of all im-
putations stabilizing the grand coalition, inasmuch as no coalition has an incen-
tive to leave the grand coalition when the players are paid according to such an
imputation. In other words, it holds that the combined payoff of each coalition’s
members is equal to or greater than the value of the respective coalition.

To return to our initial example, Princess Nectarine might be interested in
having all of her troops engaged in repelling Angelo, instead of only some of her
armed forces, due to them expecting a greater reward. She can achieve this by
paying every soldier at least as much as they would be able to earn in any other
coalition than the great one—if this is possible at all.

The core of a PDG, however, is not guaranteed to be nonempty. Therefore,
in the following we study the computational aspects of the least core and of the
cost of stability for these games. Both concepts provide a means to stabilize the
grand coalition in a game whose core is not empty. Informally speaking, the least
core [15], on the one hand, is defined via charging a fee if a coalition has an
incentive to deviate; this notion has been studied in relation to various games, for
instance in the related threshold network flow games [2], as well as in parts for
path-disruption games [7]. The cost of stability [3], on the other hand, provides
subsidies if and only if the grand coalition is formed (see also [17,6,16]).

Path-disruption games as treated in this paper come in two flavors: with costs
(henceforth PDGCs) and without (henceforth PDGNs). The latter of the two is
the most basic case were coalitions are rewarded solely on the basis of their ability
to separate the source from the target. The variant with costs, on the other hand,
considers the participation of each player to be costly. In real-life applications,
this cost may be interpreted as additional resources or risks that are associated
with the occupation of strategic points in a network.

For both cases, and the three stability concepts, we obtain results on the
complexity of computational problems regarding the core and its extensions. For
the no-cost case, closed formulas will be derived, by means of which some desired
properties can be calculated. If there are costs involved, we model finding the
least core and the cost of stability, respectively, as linear optimization problems.
Although this approach does not yield concise formulas, additional insight into
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PDGCs is gained by restating the problems to be solved as geometrical ones.
Moreover, we will investigate how likely it is for a path-disruption game without
costs, played on a scale-free network, to have a nonempty core.

1. Preliminaries

The tool of analysis is cooperative game theory—the formal study of coalition
formation by self-interested agents. Its main object of investigation is a (cooper-
ative) game. A (cooperative) game is a tuple G = (N,v), where N = {1,...,n}
is called a set of players or agents and v : 2V — R with v(f)) = 0 is called a
valuation function. A subset C' C N is called a coalition of players. N is called the
grand coalition. Players are intended to be self-interested which, in the present
context, means that they want to maximize their individual payoff. An n-tuple
(p1,---pn) € RY is called a payoff vector if 37,y pi < v(N). The payoff of
coalition C' C N is denoted by p(C) = > .~ pi- Centered around the payoff there
are several solution concepts providing criterions of stability or fairness for a co-
operative game. This work will focus on the core of a game and its derivations.
For a cooperative game G = (N, v), its set of imputations is defined by

Z(G)= {p € R,

S pi=v(N) A VieN:p Zv({i})}.

iEN

The core of G consists of those imputations that guarantee a stable grand coali-
tion, that is, no coalition has an incentive to deviate from the grand coalition:

Core(9) ={pe€Z(9))|VC C N :p(C)=v(C)}.

Both the set of imputations and the core of a given game can be empty. In order to
cope with games of such sort, the weaker notions of the least core [15] and the cost
of stability [3] have been introduced. Both aim to make coalitions other than the
grand coalition less attractive by imposing a fee on all coalitions or introducing
an additional reward for joining the grand coalition, respectively.

The first idea is captured by the notion of the e-core. For a cooperative game
G = (N, v) and some ¢ the e-core of G is defined as

e-Core (G) = {p e R%, | VC C N : p(C) > v(C) — €} .

Let €(G) denote the smallest e > 0 for which the e-core of G is not empty. Then
the e-core of G is called the least core of G.

The second approach is offered by the cost of stability. Instead of distributing
the burden to stabilize the grand coalition among all coalitions, a subsidy is added
to the value of the grand coalition, thus increasing the amount of what can be
distributed among the players provided they stick to the grand coalition. The
term cost of stability then refers to the smallest such subsidy which results in a
nonempty core. For a cooperative game G = (N,v) and some A > 0, G(A) =
(N,va) denotes the adjusted cooperative game with
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~Jv(0O) C#N
UA(C){U(C’)—i—A C=N.

The value of the smallest A such that Core (G(A)) # () is called the cost of stability
of G and will be denoted as CoS(G).

Before we can eventually introduce path disruption games, some graph-
theoretic definitions are required, as in these games the players are placed on the
nodes of a graph. A (directed) graph is a pair G = (V, E) such that V is a set of
nodes and E CV x V is a set of edges. An undirected graph is a directed graph
such that for all v,w € V' it holds that (v,w) € E if and only if (w,v) € E. Let
G = (V,E) be a graph. A path from v; to vy is a subgraph P = (V' E’), where
V! CV and E’ C E, such that there exists a sequence of pairwise distinct edges
(v1,v2), (v2,v3) ..., (ve—1,v¢) € E'. Two nodes s,t € V are connected if and only
if there exists a path from s to ¢. Furthermore, G is connected if and only if every
pair of nodes v,w € V is connected. A further graph-theoretic concept which is
crucial in order to talk about path-disruption games is that of s-t cuts.

Definition 1 (s-t cut) Let G = (V, E) be a graph and s,t € V such that s and t
are connected. Then a set S C V' \ {s,t} is called an s-t cut if and only if the
removal of the nodes in S from' V' (and of their incident edges from E) disconnects
s andt.

We can now give a detailed definition of path disruption games. As already
mentioned, these games come in two flavors: without costs and, more generally,
with costs.

Definition 2 (path-disruption game without costs) Let G = (V. E) be an undi-
rected graph. A path-disruption game without costs (PDGN) is a cooperative game
represented by a structure G = (N, v, G, s,t) such that

e 5,teV,
o N =V\{s,t} is a set of players, and

e for all coalitions C C N, we have v(C) = 0 otherwi
otherwise.

{1 if C is an s-t cut

Example 3 To clarify things, Figure 1 shows a simple example of a PDGN. Here,
the players are the nodes 1 through 5. Winning coalitions are those subsets of
players whose removal would result in a graph without any path from s to t left.
For instance, {1,2}, {3,4,5}, and {1,2,4} are winning, but neither {1,3} nor
{2,4,5} are winning.

Another observation about this particular game is that its core is empty. This
results from the fact that the grand coalition trivially has a value of 1 and that
there are two disjoint winning coalitions, namely {1,2} and {3,4,5}. Since these
also have a value of 1, one cannot distribute the value of the grand coalition among
the players of these coalitions such that both p({1,2}) > 1 and p({3,4,5}) > 1.
Furthermore, we have that the %-core of this game is its least core and that the
cost of stability is 1. The analyses in Section 2 will shed more light on how to
calculate these values and on how to determine emptiness of the core in the first
place.
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Figure 1. Path-disruption game without costs from Example 3

In real-life scenarios, however, the occupation of nodes may incur costs. To
model such scenarios, PDGCs offer a cost-based generalization of PDGNs where
the value of a coalition that blocks all paths from the source to the target accrues
from the cost of the coalition deducted from a reward that is constant for all
coalitions. The cost of a coalition, however, is not equal to the sum of the costs
of its members but only to that of a cost-minimizing subset of the coalition.

Definition 4 (path-disruption game with costs) Let G = (V, E) be an undirected
graph. A path-disruption game with costs (PDGC) is a cooperative game repre-
sented by a structure G = (N, v, G, s,t,¢,r), such that

s, teV,

N =V \{s,t},

c € RY, is a cost vector,

r € R>g is a reward, and

for all coalitions C C N, we have

v(C) = {T —minercepc)=1 2ec G 0(C) =1

0 otherwise,

where ¥ is the valuation of the underlying PDGN G = (N, o, G, s,t).

/

/\

Figure 2. Path-disruption game with costs from Example 3

Example 5 Figure 2 extends the example shown in Figure 1 from Ezxample 3,
now with costs assigned to each node and a reward of 1. The numbers under the
players’ names depict their respective cost. Here, the values of {1,2} and {3,4,5}
are 1 — 0.6 = 0.4 and 1 — 0.5 = 0.5, respectively. The value of {1,2,3}, however,
is 0.4 as well, since {1,2} is a subset of this coalition that constitutes an s-t cut
with minimal costs. Using the same reasoning, the value of the grand coalition is
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0.5, since only the costs of the coalition {3,4,5} (being the minimal-cost s-t cut
contained in the grand coalition) contribute to its total value.

As in the former example, here again the core is empty since there are two
disjoint coalitions, namely {1,2} and {3,4,5}, whose values are in sum greater
than the value of the grand coalition, i.e., 0.9 vs. 0.5. We will return to this matter
in Section 4, where we will also see a method for how to infer the least core and
the cost of stability of PDGCs.

As seen above, there are several occasions where we need a method to compute
an s-t cut with minimum weight with respect to some function that assigns a
value to all nodes in V. The weight of such a cut, as well as the cut itself, can be
computed by transforming the graph at hand into a flow network and running a
max-flow algorithm on this derived graph, see, e.g., [1]. For more details on flow
networks and max-flow algorithms see, e.g., [10].

Throughout this paper, two assumptions will be made: n will always, if not
explicitly stated otherwise, denote the cardinality of the set of players N. More-
over, we will always assume that v(N) > 0.

2. Path-Disruption Games without Costs

Tt is well known that, for simple games (i.e., for games satisfying that v(C) € {0, 1}
for each coalition C' and that v is monotonic, which means that all subsets of a
losing coalition must be losing as well), the concept of the core is closely related to
that of veto players: These are agents whose removal from any otherwise winning
coalition leads to its loss. Formally, a player ¢ € C is called a veto player if she
is critical for all winning coalitions C' C N, that is, v(C) = 1 and v(C'\ {i}) = 0.
The core of a simple game G is nonempty if and only if there are veto players.
And if there are veto players, Core (G) consists precisely of those imputations p
such that p; = 0 if 7 is not a veto player. This is a powerful result, as it does not
only provide us with a necessary and a sufficient condition for the nonemptiness
of the core in simple games, it also tells us how to distribute the payoff among
the players in order to construct a payoff vector in the core. Now, the existence
of veto players in PDGNs can be shown in a similar manner.

Lemma 6 Given a PDGN G = (N,v,G,s,t), an agent i € N is a veto player if
and only if (s,i) and (i,t) are edges in G.

Proof Clearly, every winning coalition C' has to include i, as otherwise there
would be a path from s to ¢ that is not blocked. On the other hand, assume that
there are only paths from s to t with length greater than 2 and that there exists
a veto player i. Then v(N) = 1 and v(N \ {¢}) = 0. This entails that there is a
path from s to ¢ via ¢ that is not blocked by any player. But since N \ {i} consists
of every other player, it follows contradictorily that (s,4) and (¢,¢) must be edges
of G. Hence, there cannot be veto players if there are no paths of length 2. O

As an immediate consequence, we have the following result.
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Theorem 7 The core of a PDGN G = (N,v,G,s,t) is nonempty if and only if
there exists a player i € N such that (s,i) and (i,t) are edges in G.

Since the nonemptiness of the core depends on the existence of paths of length
two between s and ¢, the existence of an imputation in the core is not guaranteed.
Here, we are interested in two weaker stability concepts, the least core, and the
cost of stability.

Before we turn to the special case of PDGNs, let us first consider simple games
in general. In these, the maximum payoff of the grand coalition is 1 and hence
just as high as for any other winning coalition. Now, if there are two winning
coalitions C, D C N, with C # D and C N D # (, and the grand coalition is also
winning, we can distribute the value of N in such a way that p(CND) = v(N) and
thus p(C) = p(D) = p(N) =1 > v(C) = v(D). Therefore, given that C', D and N
are the only winning coalitions, no fee needs to be imposed on either of them in
order to prevent them from deviating from the grand coalition. However, if C' and
D were disjoint, there would consequently be no nonempty set with agents from
both coalitions which the payoff could be distributed to. And because of this, if
p(C) =1 then p(D) = 0, and vice versa. From here we can already presume that
the least e is somehow bounded below by a function of the number of pairwise
disjoint winning coalitions.

In order for us to arrive at an upper bound for €, it is useful to observe that
since a veto player 7 is a member of every winning coalition, it is possible to pay
all the value of the grand coalition to her and to ensure this way that for all
winning coalitions C C N we have p(C) = 1 > v(C), because p(C) = p({i}).
However, even if there aren’t any veto players, it is still possible to find a set
that nonvacuously intersects every winning coalition. By paying the minimum
necessary value of a coalition, i.e., 1 —e, to each of these players, p(C') > v(C) —€
is ensured for every C' C N. This line of reasoning suggests the assumption that
the least € for the e-core to be nonempty is bounded from above by a function of
the cardinality of the least set that intersects all winning coalitions.

The intuition of the two preceding conjectures is captured in the following
lemmas. Both are adaptations of Theorems 1 and 2, respectively, in the work of
Resnick et al. [17], which give a lower and an upper bound for the cost of stability
in simple games (see also Lemma 13 below).

Lemma 8 Let G = (N, v) be a simple game with v(N) = 1. If there exist o pairwise
disjoint winning coalitions, then

oc—1

«G)> 7
Proof Let C4,...,C, C N be pairwise disjoint winning coalitions and assume,
for the sake of contradiction, €(G) < Z=1. Set e = €(G). Then, forallk,1 < k < o,
we have that v(C) = 1 — € > /5. But since the C1,...,C, are pairwise disjoint
and v(N) = 1, there has to be at least one winning coalition Cj, with p(Cy) < /o,
which is a contradiction. Hence, €(G) > 07—1 Q
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Lemma 9 Let G = (N,v) be a simple game with v(N) = 1. For any two coalitions
SCNand CC N, ifv(C)=1 and CNS # 0, then ¢(G) < 'S"T*‘l

Proof Lete= |S||57|1
1 € S, and p; = 0 otherwise. Note that p is an imputation, since p(N) = 1 = v(N)
and p; > v({i}). Note also that p lies in the least e-core of G, because due to the
properties of S, for every C' C N it is true that p(C) > v(C') —e = 1/|s|. Therefore,

€(g) < 55t 0

and p = (p1,...,pn) be such that for eachi € N, p; = I—é‘ if

Clearly, if we find a maximum set of pairwise disjoint winning coalitions and
draw one element from each, we have o = |S| and hence know the value of the
least € for the e-core to be nonempty. Luckily, in PDGNs this can be achieved
easily because it suffices to compute the length of a shortest path from s to ¢, as
will be shown by the following lemma.

Lemma 10 Let G = (N, v, G, s,t) be a PDGN and let {5, denote the length of a
shortest path Ag; from s tot. Then

1. the set of nodes of As: nonvacuously intersects every winning coalition,
and
2. there are Us; — 1 pairwise disjoint winning coalitions.

Proof The first statement is true, since if there were a winning coalition without
some node from A, ;, there would be a path from s to ¢ that is not blocked. Hence,
st and above all every path from s to ¢ intersects any winning coalition in some
node.

Now, it remains to be shown that there are at least ¢;+ — 1 pairwise disjoint
winning coalitions. For this purpose, consider the following procedure.

1. Select all nodes adjacent to s and call this set A.

2. Add an edge (s, z) to the edge set E of G, for every x # s adjacent to any
node in A.

3. Set N to N\ A and remove all edges from F, that are incident to any
element in A.

4. Repeat until (s,t) € A.

In the beginning of each iteration, let A be a shortest path from s to ¢, let Ay be
the node on A with distance d from s, and let £ ;, be the length of A. In the first
step of the procedure above, A; € A holds and for each d > 1, we have \g ¢ A,
because otherwise A would not be a shortest path from s to ¢. In the second step,
there are three kinds of nodes that are now being made adjacent to s: nodes in A,
nodes in N\ (AU{Aa};4<p ), and da. It is crucial to note that there will be
no edge from s to any Ay other than A, since s is only newly connected to nodes
with former distance 2 to itself. This fact in particular ensures that (s,t) will not
be added before the £, ;-th iteration of the procedure, since t = Ay_,.

It is obvious that the sets A, except for the one containing ¢, are s-t cuts
that are disjoint from one another. Because the procedure is ensured to iterate
{5+ times, it yields £, ; — 1 disjoint s-t cuts, i.e., winning coalitions. a
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From the application of Lemma 10 to Lemma 8 (lower bound) and to Lemma 9
(upper bound), we can directly infer the following theorem.

Theorem 11 Let G = (N,v,G,s,t) be a PDGN and let €, be the length of the
shortest s-t-path in G. It holds that

lor—2
by —1

i

€«9) =

It might be of interest that the above discussion provides an alternative proof
of Lemma 6, for in the case of a veto player being present, the length of the
shortest path is 2, thus €(G) = 272 = 0.

As an additional result, we obtain that the least ¢ for a PDGN to have
a nonempty e-core can be computed in polynomial time, as the shortest path
length in an unweighted graph can be determined via breadth-first search in
time linear in n. Given €(G), a payoff vector that lies in the least core of G can
be constructed by finding a minimal set S that nonvacuously cuts all winning
coalitions and setting p; = 1 — ¢(G) for all ¢ in S. The other way around, if we
want to verify whether a given payoff p is in the least core, we can employ a
mincut/maxflow algorithm to find a winning coalition C' with the smallest p(C),
and if p(C) — €(G) > 0 then p lies in the least core, otherwise it does not. The
following result summarizes this discussion.

Theorem 12 Let G be a PDGN. Then the following statements hold true.

1. The value €(G) can be computed in polynomial time.

2. A payoff vector that lies in the least core of G can be found in polynomial
time.

3. For a given payoff p, whether or not it lies in the least core of G can be
verified in polynomial time.

Next, we will focus on the related concept of the cost of stability of PDGNs.
We will see that the cost of stability can be obtained in a way that is very similar
to the computation of the least core.

Bachrach et al. [3] establish upper and lower bounds on the cost of stability
in general coalitional games and for certain important subclasses, such as super-
additive games. Resnick et al. [17] provide the following upper and lower bounds
for the cost of stability in simple games. We will restrict these findings for our
purposes to simple games with v(N) = 1, hence diminishing each bound by 1.

Lemma 13 (Resnick et al. [17]) Let G be a simple game with v(N) = 1.

1. If there exist o pairwise disjoint winning coalitions, then CoS(G)) > o —1.
2. For any two coalitions S C N and C C N, if v(C) =1 and C NS # 0,
then CoS(G) < |S|—1.

From Lemma 2 it can be concluded that the cost of stability of a general
simple game is bounded above by the cardinality of the smallest set S that non-
vacuously intersects every winning coalition. On a side note, this is in particular
true for sets containing exactly one veto player.



108 V. Persien et al. / Cost of Stability and Least Core in Path-Disruption Games

As we have already seen in Lemma 10, if /5 ; denotes the length of a shortest s-
t-path, £; ; — 1is equal to both the maximum number of pairwise disjoint winning
coalitions and the cardinality of the smallest set of players that nonvacuously
intersects each winning coalition.

Theorem 14 Let G = (N, v, G, s,t) be a PDGN and let £, denote the length of a
shortest path from s to t in G. Then CoS(G) = {5, — 2.

We therefore have that the cost of stability can be computed simply by finding
a shortest path and consequently in polynomial time. In order to construct a
payoff p that lies in Core (G(CoS(G))), it suffices to set p; = 1 for every i € S,
where S is a minimal set that nonvacuously intersects all winning coalitions.
Verification of p € Core (G(CoS(G))) is, as before, achieved by finding the coalition
C with the least payoff by utilizing an algorithm that finds a minimum-weight s-t
cut for a graph G and checking whether p(C) > 1.

Theorem 15 Let G be a PDGN. Then the following statements hold true.

1. The value CoS(G) can be computed in polynomial time.

2. A payoff vector that lies in Core (G(CoS(G))) can be found in polynomial
time.

3. For a given payoff p, whether or not it lies in Core (G(CoS(G))) can be
verified in polynomial time.

Furthermore, as a corollary, we can infer the following relation between €(G)
and CoS(G) in PDGNs.

Corollary 16 For each PDGN G,

CoS(G)

9= ts@ 1

3. Extract: Application to Scale-Free Networks

We apply the results of the preceding section to the special case of scale-free net-
works. This graph class has recently gained attention due to its supposed univer-
sality, in the sense that the existence of networks of this kind can be observed
in domains as diverse as metabolic networks (see, e.g., [13]), human interactions
(see, e.g., [11]), or natural language grammar (see, e.g., [12]). They are character-
ized by a degree distribution that follows a power law, resulting in many nodes
having a small degree and only few—but all the more important—nodes having
a very high degree. The latter nodes, called hubs, are responsible for very short
path lengths between nodes in comparison to the overall network size. In partic-
ular, their degree distribution can be described by a power law py ~ k™7, where
v € Ryo and pj denotes the probability of a randomly chosen node having a
degree of k. Usually, scale-free-ness is only assumed if 2 < vy < 3 (see, e.g., [9]).

We now briefly discuss our investigation on the implications that these prop-
erties of scale-free networks have on path-disruption games without costs.
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By conducting numerical simulations, we have been able to show that the
average path length, and hence the cost of stability, grows exponentially as a
function of the exponent v but is hardly affected by the number of nodes in the
graph. Additionally, the probability of paths from the source to the target having
length 2, and thus the probability of the game having a nonempty core, is with
about 60% very likely on networks with v = 2. It tends, however, exponentially
towards 0, which means that nonemptiness of the core is in general very unlikely
even if restricted to v values with 2 < vy < 3.

4. Extract: Path-Disruption Games With Costs

In order to show that the value €(G) can be computed in polynomial time, Aziz
and Sgrensen [1] employ the ellipsoid method. Using a separation oracle similar
to theirs, we obtain the following results for the cost of stability.

Theorem 17 Let G be a PDGC. Then the following statements hold true.

1. The value CoS(G) can be computed in polynomial time.

2. A payoff vector that lies in Core (G(CoS(G))) can be found in polynomial
time.

3. For a given payoff p, whether or not it lies in Core (G(CoS(G))) can be
verified in polynomial time.

5. Conclusion

First, we have studied three solution concepts with regard to path-disruption
games without cost. The least core and the cost of stability are computable from
the length of the shortest path between the source and the target. The verification
problem for the cost of stability is also decidable in polynomial time. Second, we
have investigated how these solution concepts behave under a scale-free regime.
To sum up, despite their small average path length, scale-free networks can not
generally be expected to cause a nonempty core. Third, we were concerned with
the least core, and the cost of stability of path-disruption games with costs. For
the nonemptiness of the core it is necessary that all coalitions with a value equal
to the value of the grand coalition nonvacuously intersect all non-zero-valued
coalitions. The cost of stability as well as the corresponding verification problem
can be computed in polynomial time.

There are still open challenges for future treatments of PDGNs, considering
that we only discussed three out of many solution concepts. For instance, we
conjecture the significance of a player as measured by indices such as the Shapley
value [19], to be closely related to the centrality of a player in a path-disruption
game, e.g., players on hubs in a scale-free graph are likely to be significant.

Path-disruption games with costs provide a variety of interesting open ques-
tions. Furthermore, other classes of graphs (such as small-world graphs, which
are typical for social networks) may be worth investigating.
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