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Translation-Based Revision and Merging
for Minimal Horn Reasoning

Gerhard Brewka' and Jean-Guy Mailly? and Stefan Woltran?

Abstract. In this paper we introduce a new approach for revising
and merging consistent Horn formulae under minimal model seman-
tics. Our approach is translation-based in the following sense: we
generate a propositional encoding capturing both the syntax of the
original Horn formulae (the clauses which appear or not in them) and
their semantics (their minimal models). We can then use any classical
revision or merging operator to perform belief change on the encod-
ing. The resulting propositional theory is then translated back into a
Horn formula. We identify some specific operators which guarantee a
particular kind of minimal change. A unique feature of our approach
is that it allows us to control whether minimality of change primarily
relates to the syntax or to the minimal model semantics of the Horn
formula. We give an axiomatic characterization of minimal change
on the minimal model for this new setting, and we show that some
specific translation-based revision and merging operators satisfy our
postulates.

1 Introduction

Belief revision is a highly active area of research in the field of
knowledge representation and reasoning. Whereas the initial focus
was on revising propositional belief sets, as in the famous AGM the-
ory [1], respectively propositional knowledge bases, as in the KM
theory [20], later on also revision operators for various more expres-
sive logics have been studied. Examples are description logics, e.g.
[24], modal and multi-valued logics [16], and others. Interestingly, in
recent years there has as well been a steadily growing interest in the
opposite direction, that is, in fragments of propositional logic which
are less expressive but interesting for some specific reason.

Belief change operators for fragments of propositional logic have
been thoroughly studied in [9, 7, 8]. Horn formulae, i.e. conjunctions
(or equivalently sets) of clauses which contain at most one positive
literal [10, 19], play a special role in this context. Horn formulae are
particularly interesting for computational reasons, as they allow for
linear inference methods.

Revising Horn formulae is also the topic of this paper. However,
contrary to the existing work cited above which considers classical
reasoning based on al/l models of a Horn formula, we are interested
here in reasoning under the minimal model semantics, or minimal
reasoning, for short. This form of reasoning is based on the assump-
tion that an atom should be considered false whenever it is not prov-
ably true. It is well-known that consistent Horn formulae have a
unique minimal (and thus least) model. Since new information may
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modify the least model in arbitrary ways, minimal reasoning is non-
monotonic, and the revision operators we are looking for are actually
operators for a nonmonotonic formalism.

Although the relationship between nonmonotonic reasoning and
revision was already investigated by Gérdenfors [18], there is rela-
tively little work on revising specific nonmonotonic formalisms. No-
table exceptions are revision of default logic [3], revision of logic
programs under answer set semantics [2, 15, 12, 11, 25, 26] and,
rather recently, revision of argumentation frameworks [5, 4, 13].

The revision of logic programs is of special interest here. Since
sets of Horn clauses under minimal model semantics are a special
case of logic programs under stable semantics, one might say the
problem is already solved. However, the work presented here is very
different, as we will see. We will analyze these issues in detail in the
discussion section.

The approach we are going to introduce in this paper is translation-
based. The idea underlying translation-based revision has been pio-
neered in [17]. Basically, a revision operator for a formula F' in a
logic L is defined by representing F’, possibly together with relevant
meta-information, in a logic L™ for which a revision operator already
exists. The encoding of F' is then revised in L™, and the result of this
revision is translated back into logic L. Mailly [23] has shown how
to apply this form of revision to a nonmonotonic formalism, namely
to Dung-style argumentation frameworks [14].

In a nutshell, the goal of this paper is to demonstrate that
translation-based revision can be also used for other, less simple
nonmonotonic formalisms, in our case Horn formulae under mini-
mal model semantics. In addition, we will also show how to use the
translation-based approach for merging, that is, the process of inte-
grating several Horn formulae into a single one.

More specifically, we encode the relation between the syntax of
a Horn formula (its set of Horn clauses) and its semantics (its mini-
mal model) in propositional logic. Revision or merging are then per-
formed on this logical encoding with classical operators [20, 21],
followed by a decoding step which gives the result of the Horn re-
vision or merging. Our approach permits to revise a consistent Horn
formula by an expressive piece of information: our revision formulae
concern the set of clauses and the minimal model at the same time.
Similarly, we use such an expressive logical language to express in-
tegrity constraints in the merging process. In contrast to other works,
we thus do not restrict the revision formulae to the Horn fragment.

Let us schematically explain our approach to revision using Fig-
ure 1. Here, ¢ is a Horn formula, and enc(yp) is the encoding of
. We want to define a revision operator op for minimal model rea-
soning. We define our new revision operator op through three steps:
encoding ¢ in propositional logic, resulting in enc(y), revising the
encoding using an existing propositional operator op’, and finally de-
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Figure 1. Schematic view of translation-based revision

coding the result of this revision back into a Horn formula. Note that
the minimal Horn revision with y requires revision with a substan-
tially stronger formula p’ at the level of the encoding.

The schema for merging is similar to the one for revision. How-
ever, rather than a single Horn formula ¢, a collection of such formu-
lae (usually called a profile in the context of merging) is the starting
point of the process, formulae p and p’ can be seen as constraints for
IC-merging [21] or are obsolete in simpler forms of merging.

The main contributions of this paper are the following. We in-
troduce a propositional encoding of a consistent Horn formula, or
equivalently set of clauses, ¢ such that the minimal model of ¢ is
contained in the single model of the encoding. We use this encoding
to define translation-based revision and merging of Horn formulae
under minimal model semantics. For both operations,

e we define concrete translation-based operators which exhibit dif-
ferent minimal change properties;

e we adapt rationality postulates from the classical setting to express
minimal change on the minimal model;

e we prove that some specific translation-based operators satisfy
these postulates.

The remainder of the paper is organized as follows. Sect. 2 re-
calls the relevant background the paper builds upon. Sect. 3 pro-
vides the encoding of Horn formulae under minimal model semantics
used throughout the paper. Sect. 4 and Sect. 5 introduce and analyze
the translation-based approach to revision and merging, respectively.
Sect. 6 shows how to limit the size of the encoding — which is expo-
nential at the conceptual level — in practical settings. Sect. 7 discusses
related work and concludes the paper with an outlook on future work.
Some of the proofs are given in an appendix.

2 Background Notions

Let us first recall the basic notions of propositional logic and intro-
duce some notations. We consider a set of Boolean variables V. We
use L to denote the set of all propositional formulae built on V' with
usual connectives (—, V, A). Satisfiability of formulae is defined as
usual, and mod () gives the set of models of a formula (. Interpre-
tations and models are represented by sets containing those variables
which are assigned true. Each variable x € V' is associated with a
positive literal x and a negative literal —z. A clause is a disjunction
of literals [1 VIs V- - - V1,,. A Horn clause is a clause which contains
at most one positive literal. hcl(V) is the set of all Horn clauses built
on V. A Horn formula ¢ is a conjunction of Horn clauses, or equiv-
alently a set of Horn clauses, denoted hcl(yp). Lz (V) denotes the
set of all Horn formulae built on V', L™ (V) the subset of consis-
tent formulae in Lz (V). Given the set of models mod(¢p) of a for-
mula ¢ € L57"*(V), the minimal model of ¢, denoted modmin (¢),

is the unique C-minimal element of mod(p). modmin () models
skepticism regarding positive atomic information, since each vari-
able which is assigned true in this model is also assigned true in
each other model of ¢.

Given two sets S1,.S2, the Hamming distance between them is
dg = |(S1\ S2) U (S2 \ S1)|. When S; and S are propositional
interpretations, the Hamming distance counts the number of Boolean
variables which are assigned different values in these interpretations.
Given a set of Boolean variables S, d3; is the Hamming distance
between interpretations restricted to .S.

Belief revision incorporates a new piece of information in an
agent’s beliefs. One of the most prominent characterizations of be-
lief revision considers the beliefs and the new piece of information
as formulae from propositional logic [20]. An axiomatic characteri-
zation is given by a set of postulates which express logical relations
between formulae. We give here a reformulation of these postulates
as set-theoretical relations between the sets of models of the formu-
lae. A KM revision operator o is a mapping from £ x £ to £ which
satisfies the postulates:

(R1) mod(p o p) C mod(u).

(R2) If mod(¢) N mod(u) # 0, then mod(p o ) = mod(p) N
mod ().

(R3) If mod(u) # 0, then mod(p o p) # 0.

(R4) If mod(¢1) = mod(pz2) and mod(p1) = mod(pz), then
mod(p1 0 p1) = mod(p2 o p2).

(RS) mod(y o p1) Nmod(pz2) € mod(p o (u1 A p2)).

(R6) If mod(p o u1)Nmod(usz) # @, then mod(p o (u1 A ps2)) C
mod(p o p1) N mod(us2).

These postulates express logical constraints which must be satisfied
by the models of the revised formula ¢ o i1, depending on the models
of the initial formula ¢ and the revision formula p. A representation
theorem associates this axiomatic characterization with a construc-
tive one: a revision operator o satisfies the postulates iff it can be
expressed as

mod (¢ o @) = min(mod(a), <) (1)

where <, is a total pre-order expressing the relative plausibility
of interpretations; this pre-order has to satisfy some conditions.
We only exhibit a specific family of pre-orders based on distances.
Given a distance d, we overload the notation and define d(w, ) =
ming/emod(y) A(w, w"). The pre-order S‘:, is then defined by w1 §‘j,
wa iff d(w1, ¢) < d(w2, ). Instantiating equation (1) with gg,:gi
defines a revision operator which satisfies all rationality postulates.
Belief merging operations obtain the beliefs of a group from the
beliefs of each member of the group. In particular, belief merging
with integrity constraints (IC-merging) is a generalization of belief
revision [21]. In this scenario, we want to merge a tuple of formulae
E = (p1,...,¢pn) called a profile, where each formula represents
an agent’s belief. It is expected that the result of the merging sat-
isfies an integrity constraint p. The result of such an operation is
denoted A, (F). Revision and IC-merging are strongly connected;
indeed when IC-merging is performed on a single formula, the re-
sult yields a revision operation, i.e. there is a KM revision operator
o such that A, ({(¢)) = ¢ o u. Rationality postulates (which gen-
eralize the postulates for revision from above) and a representation
theorem have also been stated for IC-merging. Similarly to revision
operators, an IC-merging operator can be defined thanks to a total
pre-order which represents the relative plausibility of interpretations:
mod(AL(E)) = min(mod(u), <g). The pre-order should satisfy
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additional properties. We focus here on the method to define a pre-
order from a distance. We need first the notion of aggregation func-
tions. An aggregation function is a function ® which associates a
non-negative real number to every finite tuple of non-negative num-
bers, and which satisfies:

o ify < zthen ®(x1,...,y,...,%n) < Q(z1,...,2,...
o ®(x1,...,xn) =0iffx; =--- =2, =0;
o Vr € R ®(x) =z

 Zn);

For any distance d and any profile E = (@1, ..., pn), we overload
the notation of distances: d(w, E) = ®(d(w1, 1), .-, d(w1, ¢n))-
Now, given a distance d and an aggregation function ®, the pre-order
<%® s defined by w1 <%® wy iff d(w1, E) < d(w2, E).

3 Encoding Horn Formulae

The principle of our encoding is to define a propositional formula =
which establishes the links between the syntax of a consistent Horn
formula, represented by the set of clauses which appear in it, and the
semantics of the formula, as given by its minimal model. Then we
need a way to encode the syntax of a Horn formula ¢, such that the
conjunction of this encoding with = permits to deduce the minimal
model of ¢.

Let us introduce the propositional encoding of the syntax of a for-
mula.

Definition 1. Let ¢ € LF"°(V). For each Horn clause c built on
V, a fresh variable cl. is introduced with the intended meaning that
the clause c appears in . Then the syntax of ¢ is encoded by

CL@) =( N\ do)nl

c€hcl(yp)

—cle)
c€hel(V)\hel(y)

Let us notice that for each variable x € V, cl is true iff the unit
clause x appears in the formula.

Example 1. We describe the encoding of the formula ¢ = (x1 V
—xo Vx3) A (- Ve Voxs) Axy. Here, hel(o) = {z1V—z2 V
—x3,x1 V x2 V I3, Il}.

CL(p) =

cleyvazovaas A Clag vasvoas A cle;

AAcenei(v)\nei(p) 7 Cle)

Now we need a formula which expresses the link between the syn-
tax of a consistent Horn formula and its minimal model. Note that be-
low we do ignore purely negative clauses since they do not influence
the computation of the minimal model for consistent formulae.

Definition 2. We consider Horn formulae in L3"° (V). Let |V| =
n. The encoding of Horn minimal model semantics is given by the
Sformula H(V') defined as follows:

HEY = %%,

H®D = 2o (271 v ded®?), for1 <i < n, where
ded®)  — vc:ﬁyl\/m\/ﬁkam(CZc A yi—l Ao A yllc_l)
HEY = "og

H\V) = NAievio<i<n qe

This formula mimics the well-known linear-time marking algo-
rithm for computing the minimal model of a Horn formula. The vari-
ables {z* | * € V,0 < i < n} are used to represent the state of
the variable z at the " step of the algorithm. The algorithm is guar-
anteed to terminate after at most n = |V/| steps. For this reason it
suffices to consider subformulae H (®7) for 7 <n.

They are initialized by H (=.9) " which states that the variables z is
true at the beginning of the algorithm iff it appears as a unit clause in
. Then, from H (1) we obtain that the variable z is true at the i*"
step iff either it was true at the previous step, or it can be deduced
from the Horn clauses which appear in ¢ and the variables which
were true at the i — 1*" step. This part is represented by ded® V.

Finally, H(®™ states that the variables which are true at the n‘"

step are those which are true in the minimal model of (.

Example 2. Let o = (z1V—z2V-x3)A(22V-xa)A(23V2a) AZs,
and consider an arbitrary model M of CL() AN H(V').

o H®: for each x # x4 we have M (z®) = 0 since there is no
unit clause x in ¢ (so cly is false);

o H®40: M(29) = 1 since there is a unit clause x4 in @ (so cl,,
is true);

o H@2V H@V: gt step 1, two rules from ded™") can be ap-
plied (since x4 allows to trigger them). So, for each x € {x2,x3},
M(z") =1

o HE@ELD HE4D . 4l yeceives the value 1 because M (z9) = 1;
x1 receives the value 0 because no rule concerning it can be trig-
gered.

o H@2) . gt step 2, since x2 and x3 are true from the previous step,
a rule is triggered and M (z}) = 1. For other variables = €
{22, 3,24}, M(2?) = 1 because M (z') = 1.

o The same scheme is repeated for each i: M(z*) = 1 because
M(xi_l) = 1. Finally, from H®™)  each variable T1,...,T4
receives the value 1.

modmin () = {x1,x2, T3, x4} can thus be deduced from C L(p) A
H(V).

We can show the following result:

Proposition 1. Let ¢ € L™ (V). The propositional formula
CL(¢) N H(V) has a unique model M such that M NV =
modmin ().

The reader will have noticed that the size of our encoding is ac-
tually exponential in the number of propositional variables in V. We
are fully aware that this is far from tolerable from a practical point of
view. For the time being we will stick to this exponential encoding,
as this makes it easier to introduce our approach at the conceptual
level. However, we will discuss in Sect. 6 how to deal with this issue
in practical settings.

4 Revising Horn Formulae

We focus here on belief revision in a situation where the relevant
information is carried by the minimal model of formulae. We call
this operation mod min-revision.

4.1 Translation-based Revision

Our approach benefits from the encoding presented in the previous
section. Indeed, the formula C'L(¢) A H(V') expresses information
about the minimal model of ¢, which is given by the value of
the variables V' = {z1,...,2p}. It is thus possible to revise
CL(¢) A H(V) by a propositional formula g built on V' which
expresses the new piece of information to incorporate in the minimal
model of the agent’s beliefs. On the other hand, C'L(p) A H(V)
also expresses information about the structure of the formula ¢,
since C'L(yp) is built using the cl, variables. So we can include
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structural information as well and use revision formulae p in £, the
propositional language built on V' = V U {cl; | ¢ € hel(V)}.

One important issue needs to be addressed: performing the revi-
sion (CL(¢) A H(V)) o u, with o any KM revision operator, does
not guarantee to give a result which is compatible with the Horn min-
imal model semantics. As a simple example, if we revise a formula ¢
by u = x1 A—x2 Aclog, va,, then only z1 should belong to the min-
imal model of the result, and the clause —x1 V z2 should appear in
this result. This is obviously incompatible. For this reason, we define
revision operators as follows.

Definition 3. Ler o be an arbitrary KM revision operator, ¢ €
L™ (V) and pu € L'. The translation-based revision operator based
on o, denoted *o, is a mapping from L3 (V) x L' 10 25"V,
defined as:

¢ xo p=dec ((CL(p) NH(V)) o (nAH(V)))

with dec the decoding of the clause variables cl;, defined as follows.
Let w be a propositional interpretation built on V' = V U {cl. |
¢ € hel(V)}. Let Q be a set of such interpretations. Let @ be a
propositional formula built on V'.

o dec(w) is the Horn formula {c € hcl(V) | w(cle) = 1};
o dec(Q) = {dec(w) | w € Q};
e dec(®) = dec(mod(P)).

Since o satisfies the KM rationality postulates, the result of the
revision is obviously inconsistent whenever p is not consistent with
H(V), as intended.

Now we define different revision operators . In particular, we
show that — depending on the underlying operator o — we can ac-
tually choose between minimizing change on the semantic level of
a formula (its minimal model) or on the syntactic level (the set of
clauses of a formula).

Definition 4. Given W1 > 0,Wy > 0, we define the (W1, Ws)-
weighted distance between interpretations dw, w,) as follows:

dowy wy) (W1, w2) = Wi x dfy (w1, w2) + Wa x di?™ (w1, w2)

with w1, ws interpretations on the set of variables V U {clc | c €
hel(V)}, and Syn = {clc | ¢ € hel(V)} the set of variables related
to syntax of formulae.

Here we consider only the variables which correspond to the syn-
tax (cl. variables) and to the minimal model semantics (z variables).
But our encoding also uses additional variables *. For this reason,
we cannot directly define a distance-based revision operator from
d(w,,w,) as explained in Section 2, since d(w, w,) is not strictly
speaking a distance between interpretations of our encoding. How-
ever, we prove that we can use dw, w,) to define a KM revision
operator.

Proposition 2. The pre-order between interpretations correspond-
ing to d(w, w,) satisfies the properties of faithful assignments, and
yields a KM revision operator denoted oy, w,).

This family of weighted distances is a generalization of the Ham-
ming distance (d(;,1) yields Hamming distance). It is possible to
assign particular weights to obtain some properties about minimal
change; if the value of W is high enough, then it is more expensive
in the revision process to change the value of a x variable than to

change the values of all cl. variables. Then the revision operator will
ensure the minimal change on the = variables (which represent the
minimal model of the Horn formula); minimal change of the syntax
will be applied as a secondary criterion.

Definition 5. Let W1 = |hel(V)| + 1, and Wa = 1. The semantic
minimal change revision operator is the translation-based revision
operator sem based on the KM revision operator oy, w,).

Example 3. Given V. = {x1,%2,%3,%4,%5}, we revise ¢ =
(1 V mz2 V mx3) A (—x1 V 22 V —3) A x1 from Example 1 by
u = x4V xs5. We can see that modmin () = {x1}. Minimal change
of the minimal model, in this situation, leads 1o modmin (¢ * 1) =
{{z1, 24}, {z1,25}}. For each of these possible minimal models
there is a possible Horn formula which corresponds to it and which
is minimal with respect to the secondary criterion: p1 = @ N T4,
modmin(p1) = {x1,24}; and 2 = ¢ A x5, modmin(p2) =
{z1,25}. For each of these formulae, there is only one new vari-
able in the minimal model, and one new clause in the formula. So the
result of the revision is ¢ *sem pt = {¢1,p2}.

In Example 3, all the solutions are optimal with respect to minimal
change of minimal model and minimal change of the syntax, but it
is not the case in general. If it is more expensive to change the value
of a single cl. variable than to change the values of all = variables,
then minimal change of the syntax is the main minimality criterion,
and minimal change of the minimal model is applied as a secondary
criterion.

Definition 6. Ler W1 = 1, and Wo = |V |+1. The syntactic minimal
change revision operator is the translation-based revision operator
*syn based on the KM revision operator o(w, w,).

Even when the formula y» concerns only one kind of information
(the minimal model, or the syntax), both operators lead to a different
result in general.

Example 4. We exemplify the difference between both kinds of
minimal change. We consider the set of Boolean variables V. =
{x1, 22,23, x4} and the formula p = (x1 V —x2 V —x3) A (2 V
—x4) A (23 V —x4) A x4 from Example 2. Its minimal model is
modmin (@) = {1, T2, T3, xa}. We want to revise it by the formula
W = —x2, which means that 2 should not belong to the minimal
model.
The encoding of ¢ is

CL(¢) = clayvozovamzg AClagvazy Aclagvaa, Acle,
A /\CEhCl(V)\hCl(LP) - Clc
Horn minimal model semantics is encoded by

H(\V) = Nsevio<iza HE,

We perform first a revision with the semantic minimal change op-
erator *sem. Obviously, giving priority to minimal change on the
minimal model leads to removing xo from it, which means that
mMOdmin (@ *sem ) = {x1,x3,x4}. There are four possible Horn
formulae, corresponding to this minimal model, which are minimal
w.r.t. syntax change: xsem pt = {(21V 22V x3) A (23 V za) A
zaANX | X € {z1,21V ~2a, 21V 3,21 V "3 V ~xa }}. In this
case, there is a single change in the minimal model, and two changes
in the syntax of the formula (one clause is removed, one clause is
added). Alternatively, if we first consider minimal change of the syn-
tax, then the result is the set of formulae p *syn 1 = {(x1 V 22 V
—x3) A(23Vx4) Aza}, and modmin (@ *syn ) = {3, x4 }. Here,
there is a single change in the syntax (the removal of one clause), and
there are two changes in the minimal model (x1 and x2 are removed).
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4.2 Axiomatization of mod,,;,-Revision

If the minimal model of a formula is the most important information
for an agent, then she can revise her beliefs by a formula . which
expresses what the new minimal model of her beliefs should be. The
result of the revision is then a set of Horn formulae®, the minimal
model of each of them being a model of y. For a set of formulae P,
we use modmin (P) as a notation for {modmin(¢) | ¢ € ®}. This
kind of revision should satisfy the following postulates:

(*1) modmin(p * 1) C mod(u).

(*2) If {modmin(¢)} N mod(x) # 0, then modmin(p * p) =
{modmin(¢)} N mod(p).

(*3) If mod(u) # 0, then modmin (¢ * ) # 0.

(*4) If modmin(p1) = modmin(¢2) and mod(p1) = mod(uz),
then modmin (@1 * 1) = MOdmin (P2 * 2).

(*5) modmin (@ * 1) N mod(p2) € modmin(p * (1 A p2)).

(*6) If modmin (¢ * p1) Nmod(p2) # 0, then modmin (¢ * (11 A
112)) € mOdumin (% 1) N modl(12).

The notion of faithful assignments in classical revision aims at
sorting interpretations to ensure that the models of the agent’s beliefs
(which are the main information of the agent) are the minimal ele-
ments of a pre-order. In our case, we can relax this assumption, as
soon as the minimal model of the formula is the “preferred” interpre-
tation.

Definition 7. A min-faithful assignment is a mapping from a Horn
formula ¢ to a total pre-order between interpretations < such that:

1. Yw # modmin (@), modmin () <, w;
2. if modmin(p1) = Modmin(p2), then <,, =<g,.

Theorem 3. Given a min-faithful assignment which maps each
Horn formula ¢ to a total pre-order <, if the revision operator x
satisfies modmin (¢ * ) = min(mod(p), <,) then x satisfies the
postulates (x1)—(x6).

We notice that contrary to the classical theorem from Katsuno and
Mendelzon, this result does not lead directly to the result for revision.
Indeed, while the classical faithful assignment theorem characterizes
the set of models of a formula (which is then unique, modulo logical
equivalence), here we only know that the result of the revision
should be a set of Horn formulae such that the minimal model of
each of them belongs to min(mod(u), <,). In general, for each
minimal model w € min(mod(p), <), there is not a single Horn
formula which corresponds to w. So, for a given min-faithful assign-
ment, there may be several options to define the result of the revision.

We now focus on a particular family of revision operators, based
on distances between interpretations.

Definition 8. Let d be a distance between interpretations. For each
Horn formula ¢, we define the total pre-order between interpreta-
tions <, by w1 <% ws iff d(w1, Modmin(9)) < d(w2, MOdmin())
The distance-based revision operator x4 is defined by

m0dmin (¢ x4 1) = min(mod (), <%)

Proposition 4. Every distance-based revision operator satisfies the
postulates (x1)—(x6).

3 If a specific application requires us to have a single Horn formula, a tie-
break rule can be used on the result of the revision.

To illustrate distance-based revision, we look at a specific operator
from this family.

Example 5. Let xg the distance based revision operator defined
from the Hamming distance. We consider the Horn formula ¢ from
Example 3 built on the set of variables V. = {x1,22,x3, T4, Ts5}.
Recall that modmin () = {z1}.

Now we revise ¢ by u = x4 V x5, which expresses that the
minimal model of the agent’s beliefs should contain at least one
of the variables x4, x5. The models of p which are minimal w.r.t.
the pre-order associated with ¢ and the Hamming distance are
M = {{z1,x4}, {1, 25} }. So the result of the revision should be a
set of Horn formulae such that their minimal model belongs to M.

A possible solution to obtain the result of the revision is to
consider the set of Horn formulae R = {¢ | modmin(y)) €
min(mod(u), <,)}. This set represents all the possible alternatives
for the agent’s revised beliefs. Let us notice that this result can be re-
fined thanks to the translation-based operators defined in Section 4.1.

Proposition 5. The semantic minimal change revision operator
*sem Of Definition 5 satisfies the postulates (x1)—(x6), provided the
revision formula pu is built on V.

This translation-based revision operator satisfies the postulates,
and is a concrete method to obtain the result of the revision (the set
of revised Horn formulae), while the distance-based revision given
in Definition 8 only gives the revised minimal models, but not the
actual formulae corresponding to these models.

5 Merging Horn Formulae

Now we turn our attention to merging operators. Similarly to what
we have proposed for revision, we propose operators such that not
all models of formulae are considered in the merging process, but
only their minimal model. We call this operation modmin-merging.
To avoid confusion with classical IC-merging operators, we use ©
to denote modmin-merging operators. We focus on Horn profiles,
meaning (1, ..., @n) such that p1,..., 0, € LF* (V).

5.1 Translation-based Merging

We can also benefit from the logical encoding of syntax and modmin-
semantics of Horn formulae to define merging operators. The idea is
the same as for translation-based revision: we propose to translate
all Horn formulae in the profile into propositional formulae dealing
with the syntax and the minimal model, and to merge them with a
classical IC-merging operator. The formula p gives a constraint on
the set of clauses and on the minimal model.
We first define the encoding of a Horn profile.

Definition 9. Given a Horn profile E = (@1, ..., pm), the encoding
of Eis HE)=(CL(p1) NH(V),...,CL(pm) NH(V)).

Definition 10. Given A any IC-merging operator, the translation-
based merging operator based on A is ©2, a mapping from a Horn
profile E and a formula jn € L' to a set of consistent Horn formulae,
such that ©5 (E) = dec(Aunmvy) (H(E))) with dec as given in
Definition 3.

We use the well-known distance-based IC-merging operators to
define modmin-merging operators. To exhibit specific operators, we
use the sum as aggregation function.
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Definition 11. Given the (W1, Wa2)-weighted distance between in-
terpretations d(w, w,), the (W1, W2)-weighted IC-merging opera-
tor AWLW2) X0 s the distance based IC-merging operator defined
from the distance d (v, w,) and the sum aggregation function.

Now we define translation-based merging operators which are
generalizations of the revision operators *sem, and *syn.

Definition 12. Let W1 = |hel(V)| + 1, and Wa = 1. The semantic
minimal change merging operator is the translation-based merging
operator ©°°™ based on the IC-merging operator AW1-W2),2,

Definition 13. Let W1 = 1, and W2 = |V| 4 1. The syntactic
minimal change merging operator is the translation-based merging
operator ©°¥™ based on the IC-merging operator AMW1W2)2,

Example 6. We consider V- = {x1,x2, 3, x4}, and E = {(p1, p2),
with o1 = (21 V "22 V 7x3) A (21 V —x4) A x4, and 2 = (21 V
—x3) A (mz1 V2 V oxs) Axs. We have modmin(p1) = {x1, 24}
and modmin (¢2) = {x1,z3}.

We will compare the behaviour of ©°°™ and ©°Y"™ when merg-
ing E. Both operators require to determine H(E) = (CL(p1) A
H(V),CL(p2) N H(V)). The translation of ¢1 and @2 are formu-
lae with a single model. We use w; as a shortcut for mod(C'L(p;) A
H(V)), respectively:

w1 =
w2 =

{z1, 24, Clay vowyv-as, Clog vy Clag
{3317 T3, Clacl Voz3s Cl—*aclv—\acg\/—‘xgn Clxg}

We consider a constraint y such that mod(u A H(V)) = {wi,wh}
as follows:
‘Ui = {xly$37x4:C1117C1135C114}

’
wy = {cleyvozavazg, Clagvary, oy vags, Clogy vaag voss

The result of the merging, at the level of the propositional transla-
tion, is a subset of models of p N H(V'), which are minimal w.r.t.
the distance-based pre-orders corresponding to AURV)IHL1D,3
(for ©°°™) and AGIVIHDE (for ©°Y"). Table 1 represents the dis-
tances between models of p A H(V') and the models of the Horn
formulae from E, and finally the sum aggregation, expressed with
the weights (W1, Wa) which underly the distances.

mod(u A H(V)) [ w1 [ w2 [ >
w/1 Wi + 4Ws Wi + 4Ws 2W1 + 8Wo
wh 2W1 4+ 3Wso | 2W1 + 3Ws | 4W1 + 6Ws
Table 1. Distances between interpretation w.r.t. weights (W1, Wa)

To obtain the result of merging for ©°¢™ and ©°Y", we need to
instantiate the weights in Table 1 with the values corresponding to
the actual distances (see Definition 12 and Definition 13). We observe
that ©°™ (resp. ©°Y") selects as minimal model w1 (resp. wh). So,
O°°™(E) = {z1 Axs A xa} and OV" = {(x1 V "x2 V "x3) A
(331 Vv ﬁ334) A (3;‘1 Vv ﬁ5133) A (ﬁﬂ?l V xo V ﬁ3}3)}.

5.2 Axiomatization of mod,,;,-Merging

Before stating the modmin adaptation of IC-merging postulates, let
us introduce some notations. For any F, A modmin(E) = {w |
Vo € E,w = modmin(¢)}, which means that A modmin(E) is

empty if all formulae in E' do not have the same minimal model.
We define the union of profiles £ and E» as their concatenation.
Finally, two Horn profiles Ey and E» are called equivalent, denoted
E1 = E», if there is a bijective function f from E; to E3 such that
Vo € E1, modmin(f(¢)) = modmin(¢). Now, a modmin-merging
operator is a mapping from a Horn profile £ and a formula p to a
Horn formula ©,(E) which satisfies

(©0) modmin (O, (E)) C mod(pu).

(©1) If mod(u) # 0, then modmin (Ou(E)) # 0.

(©2) If A modmin(E) Nmod(u) # @, then
modmin (04 (F)) = A modmin (F) N mod(u).

(©3) If E1 = E3 and mod(p1) = mod(p2), then
Ouy (E1) = O, (E2).

(©4) If {modmin(¢1)} € mod(u) and {modmin(p2)} C
mod (), then modmin(Ou((p1,¢2))) N {modmin(p1)}
# 0 iff modmin (O ({1, ¢2))) N {modmin(p2)} # 0.

(©5) modmin (O, (E1)) N modmin (0, (E2))

C mOdmin(eu(El U Eg))

(©6) If modmin(Ou(E1)) N modmin(©p(E2)) #+ 0,
then mOdmin((")u(EH U EQ)) - modmin(@u (El))ﬁ
mOdmin(@H(Ez)).

(©7) modmin (O, (F)) N mod(p2) C modmin (©uy Aps (F)).

(©8) If modmin (O, (F)) N mod(uz) # 0, then
MOdmin (Op; A (F)) € mOdmin (O, (£)) Nmod(piz).

Similarly to the case of classical propositional belief merging,
we can extend the notion of min-faithful assignment, to define pre-
orders suitable to define merging operators.

Definition 14. A min-syncretic assignment is a mapping from a

Horn profile E to a total pre-order between interpretations < such

that:

1. Ywr & Amodmin(F), ifw2 € A modmin(F) then we <g w1,

2. ifEl = FE>, then SE1:SE2;

3. if w1 = modmin(¢1) and w2 = Modmin(P2), then W1 (4, vy)
w2,

4. Ifw1 SEl wa and w1 SEQ wa, then w1 SElUEQ w2,

5. Ifwl <E;, W2 and w1 SEQ wa, then w1 <E UE, W2.

Theorem 6. Given a min-syncretic assignment which maps each
Horn profile E to a total pre-order between interpretations <g, if
the merging operator © satisfies

mOdmin((ap,(E)) = mln(mod(p), SE)
then © satisfies the postulates (©0)—(0O8).

Definition 15. Ler d be a distance between interpretations. For each
Horn profile E = {¢1, . . ., pn), we define a total pre-order between
interpretations <g as follows:

wi <E wa iff > d(wi, modmin(9)) < D d(w2, modumin ()
pelE welE
The distance-based merging operator ¢ is defined by
m0dmin (O (F)) = min(mod (), <%)

Proposition 7. Every distance-based merging operator satisfies the
postulates (©0)—(©8).

Proposition 8. The semantic minimal change merging operator
©°°™ of Definition 12 satisfies the postulates (©0)—(08), provided
the integrity constraint p is built on V.
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6 Reducing the Size of the Encoding

The encoding we propose to express the syntax and semantics of
a Horn formula ¢ is exponentially larger than ¢. This stems from
the fact that we have to specity, for each possible Horn clause ¢ €
hcl(V'), whether ¢ appears in ¢ or not. Similarly, we have to specify
how c influences the computation of the minimal model. So both
CL(y) and H (V') exhibit an exponential blowup. This is the price
we have to pay, at least at the conceptual level, for the expressiveness
of our approach.

However, for practical applications, we can reduce the size of the
encoding. Indeed, it seems reasonable to consider that some clauses
are not relevant for the agent (resp. the group of agents) which re-
vises (resp. merges) beliefs, and should not be involved in the revi-
sion (resp. merging). For instance, it may be reasonable to assume
that only clauses up to a restricted size s, where s is some not too
large constant, are relevant. For this reason, C'L(y) and H (V') can
be adapted to take into account a specific pool of available clauses.

Definition 16. Given ¢ € L3"°(V') and P a set of Horn clauses
such that hel(p) C P, we define

CLee)=( N\ dn( N

c€hcl(yp) ceP\hcl(p)

—cle)

Similarly, we define Hp (V') following Definition 2, but re-writing
the deduction part to take into account the available clauses:

deds? = \/

cEP,c==y1V--Vayp Ve

1

(cle Ay Ao A

Given a translation-based revision (resp. merging) operator * (resp.
©), we use x* (resp. ©F ) for the corresponding P-based operator:

The minimal pool of clauses P which can be used must contain
at least each possible unit clause (to be able to obtain every minimal
model), and each clause which is directly involved in the revision
(resp. merging) process. These are the clauses ¢ such that cl. appears
explicitly in u, and the clauses ¢ € hcl(p) (resp. ¢ € hel(yp;), for
some ¢; € E). This minimal pool is polynomially larger than the
initial formula (resp. profile). Let us still notice that it is useful to
keep a larger pool of clauses in some situations. Especially, with the
minimal change of syntax criterion, revision (resp. merging) can lead
to a different result if more clauses are available.

Example 7. Let V. = {z1,22,23}, and ¢ = x1. We want to
revise ¢ by p = x3 N —cley, which means that x3 must ap-
pear in the minimal model, but must not appear as a unit clause.
We use the revision operator xsyn. If the revision uses the pool
P = {cloy,Clay, clay, Clag, vag, lagyvas }, the result of the revi-
sion is @ *hy, = {z1 A (=21 V 22) A (22 V 23)}. We observe
that two clauses have been added to the initial formula . Now, if we
consider the pool P’ = P U {—x1 V z3}, we notice that it is pos-
sible to obtain a better result (w.r.t. minimal change of the syntax):
o = {z1 A (mz1 Vx3)}

Of course, all occurrences of hcl(V') must be replaced by P to
define P-based operators (e.g. in Definition 4 to define d¢w, w,) on
the adequate set of variables).

7 Discussion

Related Work As far as we know, this is the first work which con-
siders belief revision or merging in a situation where the relevant in-
formation is the minimal model of a formula. In particular, previous

works on Horn revision and merging consider the whole set of clas-
sical models. These approaches are classified along two lines. First,
[7, 8] proposes to refine existing revision operators to guarantee that
the result belongs to a given fragment. These refined operators coin-
cide with the original ones in the case when the result of the original
operator belongs to the target fragment. The second research direc-
tion is a modification of the revision and merging postulates [10, 19]
and the definition of new operators corresponding to these postulates
to ensure that the result belongs to the Horn fragment.

Also belief change for logic programs is related to our work, since
sets of Horn clauses under minimal model semantics are a special
case of logic programs under stable semantics. In fact, there is a
huge body of work which addresses (usually a syntactic approach
for) update, see e.g. [2, 15]. Hereby, dedicated properties different
to AGM-style postulates have been proposed; hence, this research
branch significantly differs from our approach. However, there is
also work which is using the notion of SE-models [22, 27] as the
objects revision [11, 25] or merging [12] operators are defined on.
SE-models capture classical models of programs together with mod-
els of the respective program reducts. For the special case of Horn
programs, reduct models and program models coincide. Thus, SE-
models amount to classical models. Hence, for Horn programs these
approaches are equivalent to the ones for Horn revision and merging
based on classical models [10, 19]. Given the wide range of work
in revision or update of logic programs, we are not aware of any
approach that allows for simultaneous control (via the revision for-
mula) whether minimality of change primarily relates to the syntax
or to semantics of the program, in the way our method does.

The first work on translation-based revision is [17] which uses
translations in classical logic to revise theories from other settings,
like modal logic K, Lukasiewicz’s finitely many-valued logic L.,,,
algebraic logic and Belnap’s four-valued logic. These translations al-
low to revise a theory by a formula from the same formalism, but
do not provide any means to revise the information about the syn-
tax of formulae. The work described in [6] is closer to our contri-
bution. Here, argumentation frameworks are translated into proposi-
tional formulae which can be revised by a piece of information about
the semantics (arguments statuses) and the syntax (attack relation) of
the framework.

Conclusion and Future Research In this paper, we have defined
an original translation-based approach to revise and merge consistent
Horn formulae, in the special scenario of agents reasoning based on
the minimal model of the formulae. We have defined specific revi-
sion and merging operators, proposed rationality postulates for both
operations, and we have shown that some of our operators satisfy
the postulates. Relaxing this restriction to consistent formulae is not
straightforward, and would unnecessarily complexify the whole def-
inition of the process.

With our adaptation of KM revision postulates and IC-merging
postulates, we have proved that some of our operators are related to
purely model-based revision and merging. In future work, we want to
investigate the relation between our translation-based approach and
syntax-based revision and merging. Indeed, we think that this kind
of translation-based approach is a perfect way to explore the “mid-
dle ground” between syntactic and model-based approaches to belief
change, combining the importance of both aspects.

There are various interesting open questions which we want to ad-
dress in future work. First of all, our approach is nondeterministic in
the sense that it may produce a collection of Horn formulae, each of
them representing an acceptable result of revision or merging. This
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kind of nondeterminism is quite common, especially in nonmono-
tonic reasoning where, say, a default theory can produce multiple ex-
tensions, or a logic program may have multiple stable models. Never-
theless, it is interesting to further investigate this issue. On one hand,
conditions under which a unique Horn formula is generated are of
interest. This is the case in particular when propositional operators
are used, at the level of the encoding, which always yield a formula
with a single model. On the other hand, we want to study selection
functions for determining a unique outcome. Such functions may be
based on further criteria, like additional preference information, or
on some kind of a tie-break rule. A selection function must be used
whenever a specific application requires a single Horn formula as the
result of the process.

Finally, we aim for generalizing our logical encoding to take all
models of a Horn formula into account, not only the minimal one.
Such a generalization might pave the way to apply our translation-
based method to other formalisms of interest, such as full proposi-
tional logic and logic programs.

Acknowledgements. G. Brewka was supported by DFG research
unit FOR 1513 (HYBRIS). J.-G. Mailly and S. Woltran were sup-
ported by the Austrian Science Fund (FWF) under grant P25521.

A Proofs

Some proofs are omitted due to space reasons. In particular, proofs
about translation-based merging are similar to proofs about transla-
tion based revision, with special care to the aggregation function.

Proof of Proposition 2. First, let us notice that if two interpretations
w1, ws coincide on the variables from V U {cl. | ¢ € hcl(V)},
then w1 = wy, since the variables z* can be deduced from the other
variables. We call M the set of models of CL(p) A H(V).

S&Wl W2) denotes the pre-order defined by wy S&Wl W2) wo iff
minwleM d(m/1 W) (wl, w') S minwlej\/[ d(W1 W) (LU1, w').

Let wy € M. Obviously, min. e dewy wy) (w1, w’) = 0. Now,
given another interpretation wo, mings e dow, ,wy) (w2, w’) = 0

holds iff we € M. In this case, wi :EDWLW”
w <(W17W2)
1 5S¢

w2, otherwise
wa. If we consider a formula ¢’ = ¢, the distance do
not change (since the set of models are identical), and the pre-order
§$V1’W2) is equal to g&wl*%),

The properties of faithful assignments are satisfied. This means
that the revision operator induced by gi,Wl W2) gatisfies the KM ra-
tionality postulates. O

Proof of Theorem 3. Let x be a revision operator based on a min-
faithful assignment. * satisfies (x1) by definition.

{modmin(¢)} N mod(x) # 0 is equivalent to modmin(p) €
mod (). Since modmin(¢) is the minimal element w.r.t <, it is
obviously the minimal model of p w.r.t <., so (x2) is satisfied.

If mod(p) # 0, then min(mod(p), <,) # 0 is ensured since <,
is a total relation, so (x3) is satisfied.

(x4) follows from the definition of <, and *. Indeed, if
modmin (1) = modmin(¢2) and mod(u1) = mod(u2),

modmin(p1 ¥ 1) = min(mod(p1), <y;)
= min(mod(u2), <,) since p1 = u2
= min(mod(u2), <, ) from Def.7
= modmin(p2 * fi2)

If modmin (¢ © 1) Nmod(uz) = 0, then the last postulates are
satisfied. So now we suppose that modmin (¢ © p1) Nmod(us2) # 0.

We have modmin(p © p1) Nmod(p2) = min(mod(u1), <,) N
mod(u2), and modmin (@ o (1 A pz2)) = min(mod(u1 A p2), <e).

Using reductio ad absurdum, we suppose that there exists some
interpretation w; such that w1 € min(mod(u1), <,) N mod(pz2)
and w1 ¢ min(mod(p1 A p2), <,) From the first part, we know
that w1 € mod(u1) and w1 € mod(pz), i.e. w1 € mod(u1 A p2)
Now we deduce Jwa € mod (1 Apz) such thatws <, wi;butws €
mod (1), so wy ¢ min(mod (1), < ). This is a contradiction so x
satisfies (x5).

To prove the opposite inclusion, let us also reason with reduction
ad absurdum. We suppose that there is an interpretation w; such that
w1 € min(mod(u1 A p2), <) and w1 ¢ min(mod (1), <,) N
mod(p2) From the first part, wi € mod (1 A p2), stated otherwise:
w1 € mod(p1)and w; € mod(ps2) Since we have suppose that
modmin (¢ 0 1) Nmod(us2) # 0, there is an interpretation ws such
that we € min(mod(u1), <,) N mod(p2) From these, we deduce
w2 <y w2 and wp € mod(p1) Nmod(p2) = mod(u1 A p2), and so
w1 ¢ min(mod(p1 A pz2), <,). This is a contradiction, so « satisfies
(%6). O

Proof of Proposition 4. We just need to prove that mapping a Horn
formula to a distance-based pre-order defines a min-faithful as-
signment. Let d be a distance between interpretations. Yw #
modmin (), d(modmin(¢), modmin(¢)) = 0 is strictly less than
d(w, modmin(¢)), $0 Modmin(p) <& w. Vwi,ws, w1 <%, wo
iff d(w1, modmin(p1)) < d(w2, modmin(®1)). Under the as-
sumption modmin(p1) = modmin(p2), this is equivalent to
d(w1, modmin(p2)) < d(w2, Modmin(p2)), and so w1 <&, wa.
This means that the pre-orders <, and <, are equals. O

Proof of Proposition 5. We want to prove that the semantic minimal
change revision operator is a particular distance based revision op-
erator. x(w, 1y, with Wi = |hcl(V))| + 1, is built from a distance
between interpretations on the set of variables V' =V U {cl. | ¢ €
hcl(V')}. To be able to apply Proposition 4, we need to reformulate
the definition of the operator to represent it with a distance between
propositional interpretations on the set of variables V.

First of all, we observe from the definition of the translation-
based revision operators that modmin(dec(@ *(w,,1) 1)) C
mod(u). We need to identify a distance d on V such that
modmin (dec( *(w,,1y 1)) = min(mod(u), <q). In our case, the
Hamming distance on V' proves enough to obtain the result.

Given w1 € min(mod(p A H(V)),gi(wl’l)), the distance
d(w, 1) (w1, mod(CL(¢) A H(V))) is minimal. In particular, since
CL(p) N H(V) has a single model w,, dw, 1)(w1,w,) is mini-
mal. Stated otherwise, W1dY (w1, w,) + d3’™ (w1, wy) is the min-
imal distance between w, and another interpretation. Let us sup-
pose that the x-part is not minimal, i.e. there exists wy such that
Wldz (w2, wy) < Wldg (w1, wy). We consider the extreme case
when the cl.-part is nul for wy, i.e. diy"(wl,ww) = 0, and it is
maximal for ws, i.e d3Y™ (w2, w,) = | hel(V)]. Then we obtain

Widy (wa, we) + dif" (w2, wy)
< Wldl‘g(wlv Wsa) + diyn(wlv w<P)

because W1 = |hel(V') + 1|. This means that dw, 1) (w2, w,) <
d(w,,1)(w1,wy), which is a contradiction. This means that for

each w; € min(mod(p A H(V)), gff,(wl*“ ), and for each
wz, Widy (w1, w,) < Wid}(ws,w,), which is equivalent to
d¥(wi,wy) < dY (w2, w,). We notice that is means that the z-part
of w; is a minimal interpretation on V' with respect to the Hamming
distance. O
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