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Belief Contraction Within Fragments of Propositional Logic

Nadia Creignou and Raida Ktari and Odile Papini'

Abstract. Recently, belief change within the framework of frag-
ments of propositional logic has gained attention. In the context of
revision it has been proposed to refine existing operators so that
they operate within propositional fragments, and that the result of
revision remains in the fragment under consideration. In this paper
we generalize this notion of refinement to belief change operators.
Whereas the notion of refinement allowed one to define concrete ra-
tional operators adapted to propositional fragments in the context of
revision and update, it has to be specified for contraction. We pro-
pose a specific notion of refinement for contraction operators, called
reasonable refinement. This allows us to provide refined contraction
operators that satisfy the basic postulates for contraction. We study
the logical properties of reasonable refinements of two well-known
model-based contraction operators. Our approach is not limited to
the Horn fragment but applicable to many fragments of propositional
logic, like Horn, Krom and affine fragments.

keywords: Belief change, belief contraction, fragments of propo-
sitional logic, knowledge representation and reasoning.

1 INTRODUCTION

Belief change in knowledge representation for artificial intelligence
studies how a rational agent may modify his beliefs in presence of
new information. Belief contraction is a belief change operation that
occurs when some beliefs are retracted but no new information is
added. Within the symbolic frameworks, where an agent’s beliefs are
represented by theories, the AGM paradigm [1, 12] became a stan-
dard that provides rational postulates any reasonable belief change
operator, in particular any contraction operator, should satisfy. When
a theory is represented by a propositional formula, Katsuno and
Mendelzon [18] reformulated some of the AGM postulates. More
recently Caridroit et al. [3] provided a complete reformulation of the
AGM postulates for contraction and proposed a representation the-
orem that characterizes contraction operations in terms of total pre-
orders over interpretations.

Belief contraction has been studied within the framework of
propositional logic and several concrete belief contraction opera-
tors have been proposed [1, 12, 13, 11, 21, 14]. More recently, be-
lief contraction has been investigated in the Horn fragment and sev-
eral families of concrete contraction operators have been proposed
[9,24,2, 26, 8,27]. Our goal is to provide new contraction operators
that operate in various fragments of propositional logic (including,
but not restricted to, the Horn fragment).

The motivation of such a study is twofold. First, in many ap-
plications, the language is restricted a priori. For instance, a rule-
based formalization of expert knowledge is much easier to handle for
standard users. Second, some fragments of propositional logic allow
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for efficient reasoning methods, and then an outcome of contraction
within such a fragment can be evaluated efficiently.

We generalize the notion of refinement, initially defined for revi-
sion [6], to any belief change operator defined from £ x L to £ where
L denotes propositional logic. A refinement adapts a belief change
operator defined in a propositional setting such that it can be applica-
ble in a propositional fragment. The basic properties of a refinement
are first to guarantee the outcome of the belief change operation to
remain within the fragment and second to approximate the behavior
of the original belief change operator, in particular to keep the behav-
ior of the original operator unchanged if the result already fits in the
fragment. We characterize these refined operators in a constructive
way.

We study the notion of refinement for contraction operators. Con-
trary to the case of revision and update [6, 5], the refined contrac-
tion operators do not necessarily satisfy the basic postulates for con-
traction. In order to overcome this problem, we introduce a specific
notion of refinement for contraction operators, called reasonable re-
finement. This specification allows us to provide concrete rational
contraction operators obtained from known model-based contraction
operators. We focus on the reasonable refinements of contraction op-
erators defined from Dalal’s and Satoh’s revision operators within the
Horn, Krom and affine fragments. We study the logical properties of
these operators in terms of satisfaction of postulates for contraction.

An important contribution of our study is that it provides new
rational belief contraction operators that work within propositional
fragments. In the Horn case, they do not coincide with any contrac-
tion operator previously proposed in the literature.

2 PRELIMINARIES
2.1 Propositional logic

Let £ be the language of propositional logic built on an infinite
countable set of variables (atoms) and equipped with standard con-
nectives —, @, V, A, -, and constants T, L. A literal is an atom or
its negation. A clause is a disjunction of literals. A clause is called
Horn if at most one of its literals is positive; Krom if it consists of
at most two literals. An @-clause is defined like a clause but using
exclusive- instead of standard-disjunction. We identify the following
subsets of L£: Luorm as the set of all formulas in £ being conjunc-
tions of Horn clauses; L xrom as the set of all formulas in £ being
conjunctions of Krom clauses; and £ 4. as the set of all formulas
in £ being conjunctions of &-clauses. In what follows we sometimes
just talk about arbitrary fragments £' C L.

Let U be a finite set of atoms. An interpretation is represented
either by a set m C U of atoms (corresponding to the variables set to
true) or by its corresponding characteristic bit-vector of length |U/|.
For instance if we consider Y = {z1,...,x6}, the interpretation
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1 = 23 = 26 = land x2 = x4 = x5 = 0 will be represented
either by {z1,x3,z¢} orby (1,0,1,0,0,1).

For any formula ¢, let Var(¢) denote the set of variables occur-
ring in ¢. As usual, if an interpretation m defined over U satisfies
a formula ¢ such that Var(¢) C U, we call m a model of ¢. By
Mod(¢) we denote the set of all models (over U) of ¢. Moreover,
Y E ¢ if Mod(y) € Mod(¢) and ¥ = ¢ (¢ and 1) are equiva-
lent) if Mod (1) = Mod(¢). For fragments £ C L, we also use
Te (W) = {0 € £ | & F 6}

2.2 Characterizable fragments of propositional
logic

Let us define the fragments of propositional logic we are interested
in. This requires some formal definition.

Let B be the set of Boolean functions 3: {0,1}* — {0, 1} with
k > 1, that have the following properties:

e symmetry, ie., for all permutation o, B(z1,...,xr) =
B(@s(1), - Ta(r), and

e 0-and 1-reproduction, i.e. forevery z € {0, 1}, B(z, ..., z) = .

Examples of such functions are: the binary AND function denoted
by A; the binary OR function denoted by V; the ternary MAJORITY
function, maj,(x,y,z) = 1 if at least two of the variables z,y,
and z are set to 1, and O otherwise; and the ternary XOR function
®3(z,9,2) =z DY D 2.

Recall that we consider interpretations also as bit-
vectors. We thus extend Boolean functions to interpretations
by applying coordinate-wise the original function. So, if
mi,...mi € {0,1}", then B(mi,...,my) is defined by
(B(ma[1],...,mg[1]),..., B(m1[n],...,mg[n])), where m[i] is
the ¢-th coordinate of the interpretation m.

The next definition gives a general formal definition of closure.

Definition 1. Given a set M C 2Y of interpretations and 5 € B,
we define Clg(M), the closure of M under (3, as the smallest set
of interpretations that contains M and that is closed under B, i.e., if
mi,...,mg € Clg(M), then f(m1,...,mi) € Clg(M).

Definition 2. Let 3 € B. A set L' C L of propositional formulas is
a [-fragment if:

1. forally € L', Mod()) = Clg(Mod(v)))

2. forall M C 2% with M = Clg(M) there exists a ) € L' with
Mod(yp) = M

3. ifp,p e L thendp Ny € L.

We call fragments L' C L which are 3-fragments for a 3 € B also
characterizable fragments (of propositional logic).

Well-known fragments of propositional logic are £ o Which is
an A-fragment, £ grom Which is a maj,-fragment and £ 4gin. which
is @3-fragment [16, 23]. More generally such fragments were sys-
tematically investigated in [4].

2.3 Model-based contraction

Belief contraction consists in removing a belief from an agent’s belief
set (theory). More formally, in model-based approaches a belief set is
represented by a formula, and a contraction operator, denoted by —,
is a function from £ x L to £ that maps two formulas v (the initial
agent’s beliefs) and p (the belief to be removed) to a new formula

1) — u (the contracted agent’s beliefs). We recall the KM postulates
for belief contraction [18].

CHY Y —pu

(C)TF 9 b p, then ) — o = o

(C3) I — p = p, then = p

C4) (- ApkEy

(CS5) If 91 = 12 and p1 = pe2, then Y1 — p1 = Y2 — 2

(C1) ensures that after contraction, no new information was added
to the initial agent’s beliefs. (C2) expresses that if u is not deducible
from 1), then no change is made by the contraction of the initial
agent’s beliefs. (C3) guarantees that the only possibility for the con-
traction of 1 by w to fail is that p is a tautology. (C4*) says that the
initial belief set v is deducible from the conjunction of the result of
the contraction of i by p and from pu. (CS5) reflects the principle of
independence of syntax.

More recently Caridroit, Konieczny and Marquis [3] refor-
mulated (C4*) and proposed two new postulates (C6) and (C7):

CHIEY = p,then(v —p) Ap =
(C6) ¢ — (1 A p2) = (% — pa) V (P — p2)
CNHIfY — (1 A p2) [ pa, then — py =1 — (pa A pi2)

(C6) and (C7) express the minimality of change for the conjunc-
tion. (C6) says that the contraction by a conjunction always implies
the disjunction of the two contractions by the conjuncts. (C7) says
that if 141 has not been removed during the contraction by u1 A p2,
then the contraction by p1 must imply the contraction by the con-
junction.

Caridroit, Konieczny and Marquis [3] proposed a representation
theorem for model-based contraction operators in the same spirit as
Katsuno and Mendelzon’s representation theorem for revision. This
theorem uses the notion of faithful assignment [17] which is a func-
tion that maps a formula ), to a pre-order <, on the interpretations
as follows:

e If m; € Mod() and my € Mod(v)), then mi1 =y ma,
e If m; € Mod(%) and mqo ¢ Mod(v)), then mi1 <y ma,
o If 1/)1 = 1[)2, then S = iy-

Proposition 1. [3] A contraction operator — satisfies (C1)-(C7) if
and only if there exists a faithful assignment that maps each formula
Y to a total preorder <. such that Mod(yp — p) = Mod(y)) U
min(Mod(—pu), <y).

One can define model-based contraction operators from model-
based revision operators using Harper’s identity [15] ¥ — u = ¢ v
(¢po—). We thus define two model-based contraction operators from
well-known revision operators, namely, Dalal’s [7] and Satoh’s [22]
revision operators.

In model-based revision operators the closeness between models
relies on the symmetric difference between models, that is the set of
propositional variables on which they differ.

Dalal measures the minimal change by the cardinality of model
change, Let b and p be two propositional formulas and m and
m’ be two interpretations, mAm’ denotes the symmetric differ-
ence between m and m’ and |A|™™ (1, 1) denotes the minimum
number of propositional variables on which the models of v and
w differ and is defined as min{|mAm’| : m € Mod(y)),m’ €
Mod(u)}. The Dalal revision operator [7], denoted by op, is then
defined by: Mod(¢» op u) = {m € Mod(u) Im’ €
Mod(¢) s.t. [mAm/| = [A[™" (¢, u)}.

Satoh interprets the minimal change in terms of set inclusion
instead of cardinality on model difference. More formally, let
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A™ (1) = minc{mAm’ : m € Mod (), m" € Mod(p)}.
The Satoh revision operator [22], denoted by o, is then defined by:
Mod(+) os ) = {m € Mod(p) : 3Im’ € Mod(¢)) s.t. mAm' €
AT (1, )}

The contraction operator obtained from Dalal’s revision opera-
tor in using Harper’s identity is denoted by —p, and is defined by
Mod(v —p u) = Mod(t)) UMod(v op —u). The contraction oper-
ator obtained from Satoh’s revision operator is denoted by —g, and
is defined by Mod(¢) —s p) = Mod(3) U Mod (v os —p).

Contraction operator — p satisfies (C1) — (C7) [3] while contrac-
tion operator — g satisfies (C1) — (C6), but violates (C7) [19].

3 REFINEMENT OF BELIEF CHANGE
OPERATORS

The problem of standard belief change operators when applied in a
fragment of propositional logic is illustrated in the following exam-
ple, in the case of contraction.

Example 1. Let ¢ and 1 be two Horn formulas such that Mod () =
{0,{a},{b}} and Mod(n) = {0,{a},{b},{c}} (such formulas
exist since these sets of models are closed under N). Note that
Mod(—u) = {{a,b}, {a,c},{b,c},{a,b, c}}. The result of the con-
traction of 1 by u using Satoh’s or Dalal’s operator can be easily
read in the following table, in which the distance between each model
of ¢ and each model of —u is indicated.

Mod(1)) Mod(~p)
{a,b} | {ac} {b,c} {a,b,c}
{a} 1 1 3 2
b} | {e} {abc} | {bc}
{5} 1 3 1 2
fa} | {abc} | {c} fach
0 2 2 2 3
{a,b} | {ac} {b,c} {a,b,c}
Therefore, Mod(v —s p) = Mod(yy —p ) =

{0,{a},{b},{a, b}, {a,c},{b,c}}. This set is not A-closed
({c} is missing), therefore there is no formula in L pory that has this
set of models.

In this example, in order to adapt —s (or likewise — p) so that the
outcome of the contraction is in £ g0, We have several options: one
is to build the closure of the set of models, in our case we have to add
{c}; or to remove either {a, c} or {b, ¢} or both.

The considerations of the above example, originally studied in the
context of revision in [6], can be generalized to the following prob-
lem statement: given a belief change operator A: £ x £ — L and a
fragment £’ of propositional logic, how can A be adapted (or refined)
to a new operator A such that for all ¢, i € L', also Y Ap € L'?

As proposed in [6] few natural desiderata for such refined opera-
tors can be stated.

Definition 3. Let L' be a fragment of propositional logic and A:
L X L — L a belief change operator. We call an operator A :
L' x L — L' a A-refinement for £ if it satisfies the following
properties, for each ¥, u, 1’ € L':

(i) Consistency: 1 A is satisfiable if and only if 1 A p is satisfi-
able.
(ii) Equivalence: If ) A p =" A ', then Ap = ' Ay’
(iii) Containment: T/ (VY A p) C Trr (P Ap).
(iv) Invariance: If A p € L', then Tr/ (YAp) = Tr/ (3 A w).

In [6] the authors defined such refined operators in the context of
revision through the notion of S-mappings as defined below. This can
be generalized to any belief change operator operating from £ x £
to L.

Definition 4. Given § € B, we define a S-mapping, fs, as an ap-

u U
plication from sets of models into sets of models, f3: p—
such that for every M C 24:

Clg(fs(M)) = fs(M), i.e., f3(M) is closed under B.
fs(M) C Clg(M).

If M = Cls(M), then f5(M
If M # 0, then fs(M) # 0.

) =M.

NN~

Starting from well-known belief change operators we can define
new belief change operators adapted to any fragment of propositional
logic £’ in using S-mappings.

Definition 5. Let A: L X L — L be a belief change operator
and L' C L a B-fragment of classical logic with B € B. Given a
B-mapping fs, we denote with AY#: L' x L' — L' the operator
for L defined as Mod () A%% 1) := fs(Mod(¢p A p)). The class
(A, L] contains all operators A8 where fg is a B-mapping.

Interestingly and as in [6], this class actually captures all refine-
ments we had in mind.

Proposition 2. Let A: L X L — L be a belief change operator and
L' C L a characterizable fragment of classical logic. Then, [A, L']
is the set of all A-refinements for L.

Proof. A similar result was obtained in [6] for basic (revision) op-
erators, i.e., operators satisfying T A p = p. This assumption was
only used to prove that any A-refinement can be defined through a
[B-mapping. We give here an alternative proof that does not rely on
this assumption.

Let A be a A-refinement for £. We show that A € [A, £']. Let
f be defined as follows for any set M of interpretations: f(0) = 0
and for M # (, if there exists a pair (a1, ) of formulas from
L’ such that Mod(¢pm A pa) = M, then we define f(M) =
Mod(¥)rm Apa), otherwise f(M) = Clg(M). Thus the refined
operator A behaves like the operator A .

We show that such a mapping f is a S-mapping. Note that since
A is a S-refinement, it satisfies the property of equivalence, thus the
actual choice of the pair (¢a, pat) is not relevant, i.e., given M,
and pairs (Y, ia)s (Wi, Waq) such that Mod (s A pag) =
Mod(¥\y A pvg) = M, we have that 1), Apaq is equivalent to
'\  A'sg. Thus f is well-defined.

We continue to show that the four properties in Definition 4
hold for f. Property 1 is ensured since for every M, f(M) is
closed under 3. Indeed, either f(M) = Mod(¢)rApr) and
since YrApurm € L' its set of models is closed under 8, or
f(M) = Clg(M). Let us show Property 2, i.e., f(M) C Clg(M)
for any set of interpretations M. It is obvious when M = §
(then f(M) = 0), as well as when f(M) = Clg(M). Other-
wise f(M) = Mod(¢r1Aua) and since A satisfies containment
Mod(¢rapr) C Clg(Mod(¥am A pa). Therefore in any case
we have f(M) C Clg(M). For showing Property 3 let us con-
sider M # ) such that M = Clg(M). If f(M) = Clg(M),
then f(M) = M. Otherwise, f(M) = Mod(¢r1Apr) Where
W, piam € L such that Mod(tha A pag) = M. Since A satisfies
invariance Mod (¢4 Apiam) = M. Thus, in any case, f(M) = M.
Property 4 is ensured by consistency of A. O
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Hence, S-mappings will allow us to define a variety of refined
operators. We will consider two [S-mappings in particular, namely
the closure Clg defined above and Ming defined below.

Definition 6. Let 8 € B and suppose that < is a fixed linear or-
der on the set 2¥ of interpretations. We define the function Ming as
Ming(M) = M if Clg(M) = M, and Ming(M) = Min<(M)

otherwise.

For £’ a B-fragment and A an operator, the corresponding opera-
tors A8 and AMI®8 are thus respectively given as Mod (v ACls
p) = Clg(Mod(¥p 4 p)) and Mod(y aM®s p) =
Ming(Mod(v) A p)).

Example 2. Recall Example 1 where we had V,u € LHom
with Mod(yp — p) = {0,{a}, {b},{a,b},{a,c},{b,c}} (- €

{=D, —s})- Our refined operator —“*" provides

Mod (9 =" ) = {0, {a}. {b},{a, b}, {a, c}, {b,c}, {c}}.

Assume that we have the following order, < on the set of interpre-
tations ) < {a} < {b} < {c} < {a,b} < {a,c} < {b,c} <
{a, b, c}. Then the refined operator —"""™* provides

Mod(y =" ) = {0}

A natural objective is now to study how refined belief change op-
erators behave with respect to satisfaction of postulates that char-
acterize rational operators. This has been already done for revision
operators [6], as well as for update operators [5]. We aim at doing it
for contraction.

Remind that Harper’s identity allows one to define model-based
contraction operators from model-based revision operators, 1) — p =
1 V (¢ o =u). Nevertheless this identity does not allow one to ob-
tain a contraction operator that is adapted to a fragment from a revi-
sion operator that is so. Indeed, this identity makes first the revision
operator act on the negation of a formula, and second consider the
disjunction of two formulas. However characterizable fragments are
neither closed under negation nor under disjunction (i.e., given two
formulas pi1 and po in a S-fragment £', neither —pu1, nor p1 V o is
necessarily equivalent to a formula in £').

So, in order to obtain contraction operators that are adapted to
fragments it makes sense to study refinements of usual contraction
operators. This is what we do in the next section.

4 REFINEMENT OF CONTRACTION
OPERATORS

The characterization of refined operators gives a way to define con-
crete refined operators for which we can study the satisfaction of
rationality postulates. The property of containment for a refinement
(property (iif) in Definition 3) guarantees that the refined operator
approximates the original operator, in the sense that the refinement
preserves the logical consequences of the original operator within the
considered fragment. In the context of revision this property ensures
in particular that if p is a logical consequence of the revision v o p,
then p is also a logical consequence of the refined revision 1) e p.
Hence, this property contributes to the preservation of basic postu-
lates when refining revision operators. In contrast, it turns out to be
insufficient in the case of contraction.

We say that a contraction operator satisfies a KM postulate (C;)
(i =1,...,7)in £ if the respective postulate holds when restricted
to formulas in £'.

4.1 Reasonable refinements

In this section we first show a positive result concerning the preser-
vation of two basic KM postulates by refinement of contraction op-
erators.

Proposition 3. Let — be a contraction operator satisfying KM pos-
tulate (C2) (resp., (C5)) and L' C L be a characterizable fragment.
Then each refinement of this operator x € [—,L'] satisfies (C2)
(resp., (C5)) in L as well.

Proof. Since £’ a characterizable fragment, £’ is a 3-fragment for
some 3 € B. According to Proposition 2 we can assume that % €
[—, L] is an operator of the form —/#, where fs is a suitable j3-
mapping. We show that —/# satisfies (C2) and (C5) for all ¢ and
we L.

(C2) states that if 1 = u, then Mod(¢p — u) € Mod(v)). Assume
that ¢ = p. Since — satisfies (C2), then Mod (¢ — u) € Mod(v)).
Thus Clg(Mod(yp — u)) C Clg(Mod(¢))) by monotonicity of the
closure. Hence, Clg(Mod(¢) — p)) € Mod(v)) since ¢ € L'
and £’ is a B-fragment. According to property 2 in Definition 4
fs(Mod (¢ —p)) € Cls(Mod (¢ — p)), hence fz(Mod(¢) —p)) C
Mod(v)). By definition of 3, this means that ¢ % p = 9 .

(C5) : Let 41, 12, p1 and po in £’ such that 91 = 1o and p1 =
u2. Since — satisfies (C5), Y1 — p1 = 2 — pe. Since % is a —-
refinement, 11 % p1 = 2 % po by the property of equivalence
(Definition 3). O

In contrast postulates (C1) and (C3) are not preserved by all re-
finements as illustrated by the following proposition.

Proposition 4. Let — € {—p,—s} and L € {Luorn, Lxrom}-
Then the refined operator —"8 violates postulates (C1) and (C3)
inL'.

Proof. Example 2 gives two formulas v and  in £ gor such that on
the one hand Mod(¢) Z Mod (1) —*™~ 1), and on the other hand
Mod(3p =M™~ 1) € Mod(u) but y is not a tautology. Therefore
it proves the proposition in £ porm,. Actually, it also proves it in the
case of L krom since it is easily seen that the given sets of models are
also closed under maj,, and therefore there exist formulas in £ xrom
having these sets of models as well. O

In conclusion, in the context of contraction, while the notion of
refinement continues to express a kind of approximation of the orig-
inal operator, it fails at preserving all basic postulates, in particular
(C1) and (C3). Thus, refined contraction operators will not necessar-
ily behave rationally. To overcome this difficulty we have to restrict
refinements to reasonable ones, which are refinements having two
additional properties.

Definition 7. Let L' be a fragment of propositional logic and — :
L x L — L a contraction operator. We call an operator % : L' x
L' — L' a —-reasonable refinement for £’ if it is a —-refinement that
satisfies in addition the two following properties. For all 1,1’ i and
.U/ c ,C/,

o (V) IfTe(p — ) CTe(), then T () C Trr ().
o (i) If Te(p) € Te(y — ), then Trr () € Trr (3 % pu).

Property (v) states that if no new information is added to the
initial agent’s beliefs by the original operator, then none is either by
the refined operator. Property (vi) means that if y is not deducible
from the result of the contraction v — p by the original operator, then
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it is not either from the result of the contraction v % p by the refined
operator.

The refinement by the closure is such a reasonable refinement.

Proposition 5. For any contraction operator — : L x L — L and
any B-fragment L' C L of classical logic, —C'¢ is a reasonable
—-refinement for L.

Proof. The operator —°'6 is a —-refinement for £’, it remains to

show that it is a reasonable one, i.e., that it verifies properties (v) and
(vi) in Definition 7.

(v) : Suppose that Tz (v — p) C Tr(v), that is Mod(yp) C
Mod () — u). By monotonicity, Clg(Mod(v¢)) C Clg(Mod(¢p —
). Since ¥ € £, we thus get Mod (1)) € Mod(tp) —'# 1), hence
Tpr (i =% p) C Ter ().

(vi) : Suppose that Tz (u) ¢ Tr(¢p — w). Then, Mod(y —
w) ¢ Mod(p), and a fortiori Clg(Mod(¢p — u)) € Mod(p),
i.e. Mod(v) —“'s 1) ¢ Mod(p). Since p is in £, it follows that
Ter(p) & Ter (3 =% p). O

We now show how to characterize all reasonable refinements.

4.2 Characterization of reasonable refinements

The characterization of all reasonable refinements of a contraction
operator within a fragment uses the notion of [-contract-mapping
defined as follows.

Definition 8. Given 3 € B, we define a -contract-mapping, fs, as
an application fg: 92 92" w92 22u, such that for all sets
of models M, M1, Mz in 22

. Clﬁ(fB(MthM?)) = fﬁ(M7M17M2)’

. fe(M, M1, M) C Clg(M),

If M = Clg(M), then fa(M, M1, M3) = M,
If M £ 0, then fg(M, M1, M2) £ 0,

. If My C M, then My C fg(M, M1, M2),
If M & Mo, then fg(M, M1, M2) & Ma.

SYTIF RTINS

Observe that by abuse of notation the application C'lg can be de-
fined by Clg(M, M1, Mz) = Clg(M). It is then easy to verify
that this application satisfies all properties of Definition 8 and thus
is a B-contract-mapping. The concept of contract-mapping allows us
to define a family of reasonable refined operators for fragments of
propositional logic as follows.

Definition 9. Let — : £ x L — L be a contraction operator
and L' C L a B-fragment of classical logic with B € B. For a
B-contract-mapping, fs, we denote with —58 : L' x L' — L’ the
operator for L' defined as

Mod( =77 ) := fs(Mod() — p), Mod (), Mod(u)).-

The class (—,L') contains all operators —'6 where f5 is a (-
contract-mapping.

The next proposition reflects that the above class captures all rea-
sonable refined contraction operators we had in mind.

Proposition 6. Let — : L x L — L be a contraction operator
and L' C L a characterizable fragment of propositional logic. Then,
(—, L") is the set of all reasonable —-refinements for L'.

Proof. Let us first show that any operator —/# ¢ (—, L) is areason-
able —-refinement for £’. Observe that while a 3—contract-mapping
is a ternary application, the first four properties defining it depend
only on the first variable and coincide with the properties of a [3-
mapping. Therefore, according to Proposition 2 the operator —'# is
—-refinement for £'. We only have to prove that it satisfies the two
additional properties in Definition 7.

(v) Suppose that Tz(¢¥» — p) C Tg(). Then, Mod(v) C
Mod (v — ) and according to property 5 in Definition 8, Mod(¢) C
fs(Mod (2 — ), Mod(z)), Mod(p)), i.e., Mod () € Mod(¢p —¥#
). Hence, Te(p) C Te(y —f# w), and a fortiori Tri(p) C
Ter (=77 ).

(vi) Suppose that Tz (p) ¢ Tz (3 — p). Then, Mod(y) — p) ¢
Mod () and according to property 6 in Definition 8, fz(Mod(¢) —
1), Mod(¢), Mod()) ¢ Mod(p), i.e., Mod(¢p—75 i) & Mod(p).
Hence, Mod(v) —/# ) ¢ Clg(Mod(p)) and since u € L'

Ter(p) & Ter (¥ =77 p).

Conversely, given % a reasonable —-refinement for £’. Let us
prove that % € (—,L’). Consider the application f defined for
all triple of sets of interpretations (M, M1, Ms) as follows. If
M = @, then f(M, M1, M2) = 0. If M # ( and if there ex-
ists a pair of formulas (a1, ua) in £, such that Mod(ea —
pm) = M and Mod(¢pam) = My and Mod(pam) = Mo,
then we defined f(M, M1, M2) = Mod(¢pam % pia). Otherwise
fM, M1, Mz) = Clg(M).

First observe that this application is well defined. Indeed, since the
operator % is a reasonable —-refinement for £’, it does not depend on
the choice of the pair () a4, a1 ). Moreover, this application satisfies
the first four properties in Definition 8. We have to verify the last two
ones.

(5) Suppose that M; C M (the case where M = {) is trivial).
If f(IM,M1,M32) = Clg(M), then My C f(M, M1, M>).
Now, let us turn to the case where f(M, M1, M2) = Mod(ipaq *
tam), with M = Mod(yp — p), M1 = Mod(¢)) and M
Mod(p). Since M1 C M, Tz(M) C Tp(My), thatis T (g —
urm) C Tr(a). Since x satisfies property (v) in Definition 7,
we get T (Y % pnr) C Trr(¢aq). Therefore Mod(¢ar) C
Mod (a1 % par) since aq % prg € L. This proves that My C
M, My, Ma).

(6) Suppose that M & M. If f(M, M1, Mz) = Clg(M),
then f(M, M1, Ma) € M. If f(M, M1, Mz) = Mod(prs ¥
um), with M = Mod (s — ), M1 = Mod(¢a) and Mo =
Mod(piaq), then Mod(¢par — pa) € Mod(piar), ie., Tre(pam) €
T (A1 — piam). Therefore, according to property (vi) in Definition 7,
we get T/ () € Tror (a3 paq). Therefore, Mod (¢ pin) €
Mod(pas) since paq is in £'. This proves that f(M, M1, M2) ¢
Moa.

O

So far we have considered —'# as one instantiation of a reason-
able —-refinement. In order to get further concrete reasonable refine-
ments we need to define further S-contract-mappings. An additional
example is as follows.

Definition 10. Let 3 € B and suppose that < is a total or-
der on the set 29 of interpretations. We define the function pg as
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pﬁ(MaMhMQ) =
M if M = Cls(M)

Clg(M1 U Minc (M N Mz)) elseand if My C M
and M N Mz # 0

otherwise

Clg(M)

It is easy to verify that the function pg satisfies all six properties
in Definition 8. As such pg is a S-contract-mapping. Therefore, ac-
cording to Proposition 6, for £’ a 3-fragment and — a contraction
operator, it holds that the operator —P# defined as

—P8 1)

is a reasonable —-refinement for £’.

Mod(4 = ps(Mod(y — ), Mod(¢)), Mod(p))

Example 3. Recall Example 1 where we had 1, € Lporn with
Mod(y) = {0,{a},{b}}, Mod(n) = {0,{a},{b},{c}}, and
Mod(¥ — p) = {0,{a}, {b},{a,b},{a,c},{b,c}} . Suppose that
we have the following order, <, on the set of interpretations ) <
{a} < {b} < {c} < {a,b} < {a,c} <{b,c} < {a,b,c}.

Our refined operator —P~ provides Mod(vyp —P* p)
CIn({0,{a},{b}} U Min<{{a,b},{a,c},{b,c}}, thar is
MOd(d) = /J) = {07 {a}7 {b}v {av b}}

4.3 Satisfaction of postulates

In this section we study the properties of our refined contraction op-
erators in terms of satisfaction of KM postulates.

We first show a positive result concerning four basic postulates.
We prove that (C1),(C2), (C3) and (C5) are preserved by any reason-
able refinement. For the other postulates we obtain more negative re-
sults. As a negative result we know that for the Horn fragment, there
is no reasonable refinement of any contraction operator that satisfies
(C4). We prove that the refinements of Satoh’s and Dalal’s contrac-
tion operators by the two mappings we consider here, Clg and pg,
violate (C4) in the Krom fragment as well. We get a similar negative
result for the postulate (C6) in both Horn and Krom fragments. For
the postulate (C7) the results are more contrasted, the refinement by
closure preserves this postulate, while the p-refinement does not.

Proposition 7. Let — be a contraction operator and L' C L a char-
acterizable fragment. If — satisfies postulate (C1),(resp. (C2), (C3)
and (C5)), then so does any reasonable refinement of this operator

xe(=L")YinL

Proof. Since a reasonable refinement is a refinement, according to
Proposition 3 we only have to prove that (C1) and (C3) are pre-
served. We can assume that x = —78 for some suitable 3-contract-
mapping f3. Let ¢ and p two formulas in £'.

(C1): Since — satisfies (C1), Mod(¢)) C Mod (¢ — p). According
to property 5 in Definition 8, we have Mod(¢) C fz(Mod(¢) —
1) Mod (), Mod(1)), L., § |= § 7% pi. So, % = 1 ¥ .

(C3): Suppose that 1 % 1 = p, i.e., Mod(y) —8 1) C Mod ().
According to property 6 in Definition 8, we get Mod(¢) — p) C
Mod(p). Since — satisfies (C3), = o holds. O

A natural question is whether one can find reasonable refined op-
erators for characterizable fragments that satisty all postulates. Actu-
ally, this question has already been answered in the Horn fragment.

Indeed, starting from another perspective Flouris et al. studied be-
lief change in a more general setting than classical logic [10]. They
gave a necessary and sufficient condition for the existence of a con-
traction operator satisfying the basic AGM postulates in terms of de-
composability. But it was shown in [20] that the Horn fragment is not
decomposable. Hence it is not possible to define a Horn contraction
that satisfies postulate (C4). In particular the following holds.

Proposition 8. Let — be a contraction operator. Then any reason-
ably refined refined operator % € (—,LHom) violates postulate
(04) in Lrorn.

As far as we know, there is no such a general result for the Krom
fragment. We get nevertheless a negative result for the refinement of
Satoh’s and Dalal’s contraction operators by the two mappings we
consider here, in the Krom fragment.

__Pmajs

Proposition 9. Let — € {—p,—s}. Then —%'m=is and

violate postulate (C4) in L krom.

Proof. (C4) states that if ¢ &= p, then (¢ — p) A p E .
Let — € {—p,—s}. By definition there is a maj,-contract-
mapping fmaj, such that % = —7Jmajz . Consider 1 and p in
L krom such that Mod(¢)) = {0, {a,b},{c,d}} and Mod(u) =
{0, {a}, {b},{c},{d}, {a,b},{a, c},{a,d},{c,d} {a,c,d}}.
Such formulas exist since the corresponding sets of models are
majs-closed. Observe in addition that ¢ |= p. We have Mod(—p) =
{{b, c},{b,d},{a,b,c},{a,b,d},{b,c,d},{a,b,c,d}}.

One can easily check that Mod(¢vp — p) =
{0,{a,b},{c,d},{a,b,c}, {a,b,d},{b,c,d}}. Observe
that this set is not closed under maj;. In particular
{¢} € Clmajs(Mod(yp — p)). Therefore, {c}, which is a
model of 4 but not a model of 1, belongs to Mod (¢ —Clmajs ),
thus proving that (¢p —C'mais p) A p b= 1.

Assume now that we have the following order on interpreta-
tions: {a,b,c} < {a,b,d} < {b,c,d}. Then Mod (¢
p) = Clmaj, ({0, {a, b}, {c,d}} U {{a,b, c}}). Therefore, {c} €
Mod(y —Pm=is 1) and we conclude as above. O

__Pmajs

We get also a negative result for postulate (C6).

Proposition 10. Ler — € {—p, —s}. Then —'* and —P» violate
postulate (C6) in Lporn, and —Clmajs yiplates postulate (C6) in
ACKTom-

Proof. Let — € {—p,—s}. We first show that —C'% vi-
olates (C6) in Lporm. Let v, p1 and pe be Horm for-
mulas such that Mod(y) = {{a,b,c,d}}, Mod(p1) =
{0,{c},{d}, {a, b}, {c,d},{a,b,c},{a,b,d},{a,b,c,d}} and
Mod(pz) = {0, {0}, {d}, {a, ¢}, {b, d}, {a, b, c}, {a, ¢, d}, {a, b, c,
d}}.  We have then Mod(—(u1 A p2)) =
{{a} {0} {e}. {a,b}. {a, e} {a,d}, b}, {b, b, {e,d}, {a.b,d}
,{b,c,d},{a,c,d}}. On the one hand, Mod(¢) — (u1 A p2)) =
{{a,b7 ¢,d},{a,b,d}, {a,c,d},{b,c,d}}. This set is not closed
under A ( {c, d} is missing). Therefore, Mod (1) =8 (1 A p2)) =
{{a,b,¢,d}, {d},{a,d}, {b,d},{c,d},{a,b,d},{a,c,d}, {bcd}
}. On the other hand Mod(yp — 1)
{{a,b,c,d},{b,c,d},{a,c,d}}. This set is no
closed under A. Therefore Mod(vy —% 1)
{{a,b,c,d},{b,c,d},{a,c,d},{c, d}}. Moreover Mod (¢) — ui2)
{{a,b,c,d},{a,b,d},{b,c,d}}, which is not closed under
either ({b,d} is missing). Therefore, Mod(¢) —C'8 puy)
{{a,b,¢,d},{a,b,d},{b,c,d},{b,d}}.

-

>l
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Observe that Mod(yp —% p1) U Mod(yp =% pp) =
{{a,b,¢,d}, {b,c,d},{a,c,d},{a,b,d},{c,d},{b,d}}. We con-
clude that Mod(v) —“" (u1 A p2)) ¢ Mod(¢p =18 1) U
Mod (v —Clg 12), which proves that —CIa violates (C6) in Luorn.

Let us now prove that —”# violates (C6) in L popm. Consider 9,
1 and pe Horn formulas such that

MOd(w) = {®7 {‘17 b, C}}:
MOd(Ml) = {(Z)v {a}v {b}v {C}7 {b7 C}, {av b, C}}

and

Mod(u2) = {0, {b}, {c}, {a, c}, {b,c}, {a,b,c}}.
Thus,
MOd(ﬁ(Nl A N2)) = {{a}7 {a7 b}7 {a7 C}}

Assume that we have the following order on the interpreations
{a,b} < {a,c}.

On the one hand, Mod(yp — (1 A p2)) =
{0,{a},{a,b},{a,c},{a,b,c}}. This setis closed under A and thus
Mod(y) =P (u1 A pz2)) = {07 {CL}, {a’v b}7 {a’v C}, {a’7 b, C}} On
the other hand M = Mod (¢ — p1) = {0, {a, b}, {a, c}, {a,b,c}}
is not closed under A. Thus,

Mod(¢p =" 1) pa(Mod(¢p — 1))
= Clg(Mod(h) U Min<(M N Mod(—1)))

= Cl,g({@, {avbv C}} U Minﬁ({{a’v b}v{av C}}))

= {0.{a,b},{a,b,c}} for {a,b} < {a,c}.
Moreover Mod (¢ — p2) = {0, {a}, {a,b},{a,b,c}}, which is
closed under A. Thus, Mod (¢ —"" p2) = {0, {a}, {a,b},{a,b,c}}.
Note that {a, ¢} € Mod(¢—"" (1 Ap2)) and {a, c} ¢ Mod(¢p—P"

p1) UMod(yp —PA pg), that is to say ¢ =P~ (u1 A p2) = o =P
1V 1 =P~ po. This proves that —P* violates (C6) in L gorn.

Finally, for £ gyon, formulas v, g1 and g2 in £ grom having as sets
of models Mod(¢) = {{a, b, ¢c,d}},

Mod(pu1) = {{a,c},{b,d},{a,b},{c, d},{a,b,c},{a,c, d},
{a,b,d},{b,c,d},{a,b,c,d}}

and

Mod(pn2) = {{a,b},{c,d},{a,d},{b,c},{a,b,c}, {a,c,d},

{a,b,d},{b,c,d}, {a,b,c,d}}.

can be used to prove that —C'mais violates (C6) in £ xrom.

For postulate (C7), we get a positive and a negative result.

Proposition 11. Let — be a contraction operator and L' a [3-
Sfragment. If — satisfies postulate (CT), then so does the refined op-
erator =% in L.

Proof. (C7) states that if 99 —“%8 (uy A pa) ¥ p1 then op —C8
p = ¥ =% (u1 A p2). Assume thar o =% (uy A p2) B s
ie. ClgMod(¢ — (1 A p2))) € Mod(u1). Since p1 € L,
Clz(Mod(p1)) = Mod(p1). We have Clg(Mod(v—(p1Apz))) €
Clg(Mod(u1)). By monotonocity of the closure operator it fol-
lows that Mod(¢ — (u1 A p2)) € Mod(p1). Since — satis-
fies (C7), we have Mod(¢) — p1) € Mod(¢p — (1 A p2)). By
monotonocity of the closure operator it follows that C'lg(Mod () —
p11)) C Clg(Mod (¢ — (1 A p2))). Hence, Mod () =% pu1) C
Mod(¢p =€ (1 A p2)), thus proving that o —C'8 g = op —C's
(11 A p2). O

Proposition 12. Let — € {—p,—s} and L' € {Luorn, Lkrom }-
Then, the refined operators —P# violates postulate (C7) in L'.

Proof. Let — € {—p,—s}.
Let us first consider £’ = Lyom. Let 4, u1 and po be Horn for-
mulas having as sets of models

Mod(y) = {{a,b}},
Mod(p1) = {0,{a},{b},{c},{d},{a,b},{a,c},{a,d},{b,c},
{b,d},{c,d},{a,c,d},{b,c,d},{a,b,c,d}}

and

Mod(p2) = {0, {c},{d}, {a, b}, {c,d}, {a,b,c,d}}.
We have

MOd(ﬁ(Ml/\lQ)) = {{a},{b},{a,c},{a,d},{b,c},{b,d}

{a,b,c},{a,b,d},{b,c,d},{a,c,d}}.

Assume that we have the following order on interpretations
{a,b,c} < {a,b,d} < {a} < {b}.
On the one hand we get

MOd("/’ - (Ml A /‘2)) = {{a’v b}v {a}7 {b}a {aa b, C}7 {a7 b, d}}

This set is not closed under A. According to the order on interpreta-
tions Mod (1) —" (1 A i2)) = {{a,b}, {a,b,c}} ¢ Mod(u).
On the other hand Mod(v — 1) = {{a,b},{a,b,c},{a,b,d}},
which is closed under A. Therefore, Mod(y¥) —P» p1) =
{{a,b},{a,b,c},{a,b,d}}. Note that Mod(yp —P" p1) ¢
Mod(¥ —P (1 A p2)), which means that ¢ —P~ g & ¢ =P (u1 A
u2)), thus proving that —P* violates le postulat (C7) in £ morn.

Let us now turn to the Krom fragment. Consider two Krom for-
mulas, ¥ and 1, having as sets of models

Mod(¢) = {{a,b,c,d}}
and

MOd(:U’l) = {{a7 C},{b, d}v{av b}v{cv d}7 {a7b7 C}a{a7 ¢, d}7

{a,b,d},{b,c,d},{a,b,c,d}}.

Let 2 be the formula obtained from pq in exchanging the roles of ¢
and d:

Mod(u2) = {{a,b},{c,d},{a,d},{b,c},{a,b,c},{a,c,d},

{a,b,d},{b,c,d},{a,b,c,d}}.

Assume that we have the following order on interpretations {a, d} <
{b,¢} <{a,c} < {b,d}.
On the one hand,

Mod(¢) — (u1 A p2)) = {{a,b,c,d}, {a,c},{a,d}, {b, c}, {b,d}},

which is not closed under maj; (e.g. {a, c,d} is missing). Accord-
ing to the order on interpretations, Mod(¢) —P™=iz (u1 A p2)) =
{{a,b,¢,d},{a,d}} ¢ Mod(p1). On the other hand Mod(z) —
u1) = {{a,b,¢c,d}, {a,d},{b,c}}, which is closed under majs.
Therefore Mod (¢ —P»=i3 u1) = {{a, b, c,d},{a,d}, {b, c}}. Note
that Mod (¢ —P=2i3 1) € Mod(¢p —Pm#is (p1 A piz)), which means
W —Pmaiz g pE p —Pmaiz (g A pg)), thus proving that —Pmais vi-
olates (C7) in L krom. O
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S CONCLUDING DISCUSSION

We have investigated to which extent established model-based be-
lief change operators can be refined to work within propositional
fragments. We have first defined desired properties any refined be-
lief change operator should satisfy and provided a characterization
of all such refined operators. We have then focused on contraction.
Our study was carried out in the context of model-based contraction
initiated by Katsuno and Mendelzon [18] and enriched by Caridroit
et al. [3]. It contributes to popularize this approach, which allows
one to study contraction operators in propositional fragments from
the models point of view within a suitable formal framework.

Compared to revision and update, refining contraction operators
is more involved. In order to obtain rational contraction operators
the notion of refinement has to be specified. It requires to take into
account not only the result of the initial contraction, but also two ad-
ditional parameters, the initial belief set and the information to be
removed. We have provided concrete refined contraction operators.
We have shown that they satisfy the basic postulates, whereas the re-
covery postulate (C4) and the postulates dealing with the minimality
of change (C6) and (C7) are more problematic.

In contrast to previous work on belief contraction that was mainly
devoted to the Horn logic, our approach applies to any propositional
fragment captured via closure properties on sets of models.

In the Horn case the proposed refined contraction operators pro-
vide new operators, that can be compared to two families of model-
based contraction operators previously proposed within the Horn
fragment, namely Model-based Horn Contraction (MHC) [25] and
Maxi Choice Horn Contraction based on Weak Remainder Sets
(MCHCWR) [8].

The closure-based refinement coincides with MCH in the special
case where the initial contraction operator is defined by ¥ — pu =
Mod () U Min(Mod(—p), <) where <, is a faithful preorder
over interpretations. This is the case, in particular, for Dalal’s and
Satoh’s contraction operators. Note that, more generally, for any
contraction operator satistfying (C1), (C2), (C3), (C5) and (C7), the
closure-based refinement provides a contraction operator which op-
erates within the Horn fragment and which satisfies these postulates
as well.

The pg-refinement can behave on some instances as an MCHCWR
operator (but is not such an operator). Indeed, when the result
of the initial contraction is not closed, then Mod(y) —P# ) =
Clg(Mod () U {m}) where m € Mod(—u). However, while
for an MCHCWR operator the choice of m € Mod(—pu) is arbi-
trary, in the case of pg-refinement this model has to be chosen in
Mod () — ) "Mod(—p). As such it corresponds to an instantiation
of an MCHCWR operator which obeys to the principle of minimal
change. Let us examine once more Example 1. No matter what is
the fixed order on the interpretations, the model {a, b, ¢} (which is a
counter-model of 1 and as such a valid candidate for an MCHCWR
operator) will never be considered as a candidate to be in the re-
sult of the contraction by our refined operator. Indeed it is further
away from 1) than any other counter-model of p (e.g. for Dalal’s con-
traction operator, for any model m € Mod(v) —p p) N Mod(—p),
min{|m’Am| : m’ € Mod(¢))} = 1, while min{|m’'A{a, b, c}| :
m’ € Mod(u)} = 2).

Natural extensions of this work are to study contraction when only
the formula representing the belief set is in the fragment but not the
formula representing the information to be removed, or when only
the formula representing the information to be removed but not the
formula representing the belief set. Our approach can handle these

extensions.

We plan to continue our study in exploring systematically other
belief change operations, in particular belief erasure, which is to con-
traction as update is to revision.

Besides, more ambitious issues could be investigated, namely the
computational complexity of refined contraction operators, and from
another point of view, the existence of decomposable characterizable
fragments, which would give more general results on the satisfaction
or not of postulate (C4).
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