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Abstract. This paper studies the problem of identifying influencer-
s on specific topics in the microblog sphere. Prior works usually
use the cumulative number of social links to measure users’ topic-
level influence, which ignores the dynamics of influence. As a result,
they usually find faded influencers. To address the limitations of pri-
or methods, we propose a novel probabilistic generative model to
capture the variation of influence over time. Then a influence decay
method is proposed to measure users’ current topic-level influence.

1 Introduction

Researchers have focused on topic-level influence analysis [1, 6]. In
general, people want to find recent influencers rather than outdated
ones. In these prior studies, it is a common way to utilize the cumu-
lative number of social links (e.g., followship, reposts and mentions)
to identify the topic-level influencers. However, we observe that the
links are created over time. For measuring users’ influence, it is crit-
ical to incorporate the variation trend of influence. A real example
about two famous basketball players Jianlian Yi and Jeremy Lin in
Sina Weibo is illustrated in Fig. 1. We can see that although Yi has
more followers than Lin, the number of Yi’s followers no longer in-
creases, while Lin gets more and more followers along with time.
Accordingly, we can not simply assume Yi has more influence than
Lin just because Yi owns more followers. However, if assuming both
Yi and Lin are followed for basketball, all prior methods will select
Yi as the key influencer rather than Lin, which leads to inaccurate
models. This example conveys that the learned influence by the cu-
mulative number of links is far from adequate, since users’ influence
is dynamic and rises or falls over time [3].

In this paper, we intend to identify recent popular and influen-
tial users on specific topics rather than faded ones. To address this
problem, we firstly propose a novel probabilistic generative mod-
el, which we refer to as Topic-level Influence over Time (TIT), for
capturing the temporal aspect of influence on specific topics. Then
we design an exponential decay method that works on the learned
temporal influence to compute the influence of each user on specific
topics, which takes both quantity and trend of influence into con-
sideration. Through extensive experiments on real-world dataset, we
demonstrate the effectiveness of our approach.

2 Topic-Level Influence Analysis

2.1 TIT Model

Firstly, we intend to model the topic-level influence over time, which
can better help us capture the dynamics of influence. We propose a
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Figure 1. The Number of Total Followers over Time (Year 2015)

Topic-level Influence over Time (TIT) model jointly over text, links
and time based on the LDA model [2]. It uncovers the latent topics
and users’ topic-level temporal influence in a unified way. The plate
notation is given in Fig. 2. Specifically, there are two components in
this model: the user-word component in the right part and the user-
(link, time) component in the left part of Fig. 2.

The user-word component is to model user u’s words. We ag-
gregate the words w posted by u into an integrated document from
which we use LDA model to discover the latent topics. As a result,
each user has a Multinomial distribution θ over topics and each topic
has a Multinomial distribution ϕ over words. The user-(link, time)
component is to model the u’s links (e.g., followship) and the cor-
responding generation time in the microblog network. We discretize
the time by dividing the entire time span of all links into T time s-
lices. We consider the network as a document corpus and each user
u is represented by a document where user f that u communicated
with and the corresponding time t pairs form the words in this doc-
ument. Note that this component consists of two levels of mixtures:
an upper-level Bernoulli mixture μ and two underneath-level multi-
nomial mixture parts σ and π. μ is for deciding whether the link cre-
ation is based on u’s topics or not. If topic based, we model the topic
x (generated by θ) over (f, t) by a multinomial distribution σ. Oth-
erwise, we use a global multinomial distribution π to model (f, t).
Benefiting from the learning results of σ, we can generate the influ-
ence trend line over time of each user like Fig. 1, and this can greatly
help us to identify the key topic-level influencers on microblogs.

2.2 Parameter Estimation

We use Gibbs sampling [5] to obtain samples of the hidden variable
assignment and to estimate the model parameters from these sam-
ples. Let x¬i denote the set of all hidden variables of topics except
xi and n

(.)
.,¬i denote the count that the element i is excluded from the

corresponding topic or user. Here, we only give the sampling formu-
la of links. For a link fi and the corresponding time ti with index
i = (u, l), we jointly sample yi and xi from the conditional as the
following two equations:

p(xi, yi = 1|f, t, x¬i, y¬i, z, α, γ, ρ) (1)
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where n(f,∗)
k,¬i denotes the number of times that user f occurs in topic

k, n(f,∗),¬i denotes the number of times that user f occurs without
any topic, ∗ represents an aggregation on time dimension, n(k)u(w) de-
notes the number of times that topic k has been observed with a word
w of user u, and n(k)u(f),¬i denotes the number of times that topic k

has been observed with a link f of u, n(y=1)
u,¬i and n(y=0)

u,¬i denote the
number of times the links created by u is related to topics or regard-
less of topics, respectively.

Figure 2. Plate diagram of TIT

2.3 Measuring Users’ Influence

Given the topic-level influence trend lines over time derived from σ,
users who get lots of attention from others and have a upward trend
of influence can be easily found as the key influencers on the corre-
sponding topics. However, for some cases like the example Yi and
Lin in Fig. 1, we can not easily identify who exhibits more influence,
since Yi has more followers than Lin, while Lin has a better growing
trend of influence than Yi. Intuitively, links generated long time ago
have little contribution to users’ influence. It means the more closer
of the links generated in time, the more important they are to users’
influence. Hence, we utilize the exponential decay function to model
the influence decay. Specifically, σ is a distribution of topics over a
set of 2-tuples {(f, t)}. That is, σ is a U × T × K matrix in the
procedure of sampling recording the number of times (f, t) has been
assigned to topic k, denoted as n(f,t)

k , plus prior parameter γ, i.e.,
σu,t,k = n

(f,t)
k + γ. Thus, we can use the following equation to

measure the influence of user f on topic k till time T :

Influence(f)@(k, T ) = γ +
T∑

t=1

n
(f,t)
k × e−

T−t
λ λ>0. (3)

Here, λ is a parameter controlling the decay rate of influence.

3 Experiment

Dataset:We crawl the followship network from Sina Weibo2. Since
Sina Weibo does not release the information about when a user fol-
lows another, we periodically crawl the follow list of all users in our
seed set, monitor their changes and then label the new generated links
with timestamps. We also crawl their recent 100 messages. Finally,
after preprocessing, there are 0.4M users, 207M words, 46M links
with 7M time-tagged and 24 time slices with each nearly 1.5 days in
our dataset. We empirically set the values of hyperparameters of TIT

2 http://weibo.com
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Figure 3. All Categories

in line with other topic modelling work [1]. We set λ = 11 through
minimizing held-out perplexity on a validation set.
Precision: We evaluate our approach by comparing it with Link-

LDA [4] and Followship-LDA (FLDA) [1]. For the ground truth,
Sina Weibo gives the lists of popular users or organizations about
36 categories such as sports and music. Each category list contains
100 ranked users. It is clear that these popular users or organization-
s are some kind of the key influencers on the corresponding topics.
Sina Weibo states that these lists are updated by month. Intuitively,
TIT considering the temporal dynamics of influence should produce
more precise results. Although these rankings do not necessarily have
100% precision, they give us enough information to facilitate relative
comparisons across different approaches. Fig. 3 shows the results of
Mean Average Precision (MAP) across all categories. It is clear that
TIT significantly outperforms the competitors.

4 Conclusion

This paper studies the problem of analyzing the topic-level tempo-
ral influence of users for the finding recent influencers on specific
topics in microblog sphere. To achieve this, we first propose the TIT
(Topic-level Influence over Time) model, a novel probabilistic gener-
ative model jointly over text, links and time. Then, we design an in-
fluence decay based approach to measure users’ topic-level influence
from the learned temporal influence. We compare our approach with
Link-LDA and FLDA on a real dataset crawled from Sina Weibo.
Experimental results demonstrate the effectiveness of our approach.
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