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Abstract. Mobile health applications are expected to play a major role for the 
management of personal health in the future. For this purpose, the apps collect a 
lot of sensitive data from sensors or direct user input, combine it with automatic 
data such as GPS location data, store it locally and pass it on to web-platforms 
(often running in a public cloud), where the information can be managed and often 
shared with others in social networks. However, it is usually not transparent for the 
user how this sensitive information is handled and where it goes to. This paper 
shows the result of the analysis of mobile health applications regarding the 
handling of sensitive data especially with respect to transmission to third-parties. 
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Introduction 

Smartphones, tablets, and mobile applications/apps are taking over our daily lives more 
and more. People are getting more and more addicted to their smartphones. With the 
help of modern features such as GPS tracking, the smartphone stores a lot of 
information about us, e.g. where we live, where we sleep, where we work, etc. Almost 
every app collects a certain amount of personal information about the smartphone user. 

Among millions of apps, there are thousands of different mHealth apps, which are 
supposed to help us lose weight, track our fitness level, or create diet plans. Many of 
these apps seem to be every useful as personal health assistant, but they actually handle 
a lot of sensitive and private information that requires appropriate secure handling to 
protect privacy.  

Wu-Chen Su [1] reviewed existing relevant research about smartphone 
applications in the eHealth domain and identified a set of pertinent challenges. One of 
these is about security and privacy concerns, which have to be further explored and 
discussed by researchers. This paper presents the results of the technical analysis of 
mHealth applications running on Android regarding privacy and security risks.  

1.�Methods 

The evaluation process involved reviewing mHealth applications by primarily 
analysing data sent over a network communication between the applications and the 
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Internet. A set of selected ten free applications out of several hundreds available in the 
“health and fitness” category was systematically selected to represent a broad range of 
personal health functionalities: personal health record, self-management, calorie 
counter and diet plan, healthy living and health promotion (activity and fitness tracker, 
workout, and sports), and medication management.  

To provide uniform parameters for every application, a specific test environment 
made of one specific device was used. Apps were tested on an Android emulator based 
on a VirtualBox called Genymotion (https://www.genymotion.com). It can emulate 
specific devices, thus making it a good choice to test mobile applications. The test 
environment was set up for a Google Nexus 4 device with Android 4.3. To get access 
and for testing purposes, a Google test account has been created. 

Examination and analysis of the data traffic between mobile applications and the 
internet was done with a proxy which worked like a “man in the middle attack” 
(operated on a laptop with Windows OS). Furthermore, the proxy was also able to 
intercept SSL encrypted traffic. The proxy therefore dynamically creates a certificate 
for the server and signs it with its own root certificate, which is needed to be installed 
as a trusted certificate on the mobile device. With this configuration, it is possible to 
debug secure (SSL) communication as well. The test environment is shown in Figure 1.  

 

 
Figure 1. Test environment. 

 
Mobile applications were used according to the intended standard use. They were 

installed from Google play store, necessary registration and login was done with a test 
user, and all offered functions were used.   

Data collected by the mobile applications were analysed including user input (e.g. 
name, gender, health data …) and background information (e.g. GPS, device 
identification, contact data …). Furthermore, it was investigated whether the 
applications encrypt the traffic and with how many different domains they exchange 
information.  

2.�Results 

In a first step, the permissions required by the applications were examined. In almost 
all cases, users have to grant a broad range of permissions including for instance in-app 
purchases, access to identity information, contacts, location, photos/media/files, camera, 
microphone, Wi-Fi-connection information, and Bluetooth connection information.   

In a second step the network traffic was analysed. 90% of the evaluated mobile 
applications communicate with the application developer-controlled website and/or 
with third-party domains. In fact, only one application did not transmit data at all, but 
stores it in an unencrypted csv-file located on the SDcard which can be easily accessed 
and read by any other application or malware.  
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2.1.�Communication with the developer-controlled website  

Last year, Symantec [2] published that 20% of a set of analysed tracking applications 
(not limited to health) transmitted user login credentials in clear text. In 2013, Lie Njie 
[5] analysed mobile health and fitness applications and discovered that only 15% of 
them encrypted communication with SSL to the developers’ website. Furthermore, Lie 
Njie [5] found that none of the applications sent the data to third-party advertisers using 
an encrypted SSL connection. In contrast, in our setup, 100% of the evaluated 
applications use encrypted (SSL) communication with the developer-controlled website. 
If applications use the HTTPS protocol it makes it harder to intercept data – but not 
impossible. By installing a man in the middle certificate it was possible to intercept the 
traffic of all of the applications, which means none of the applications does appropriate 
certificate checks and certificate pinning.  

2.2.�Communication with third party (advertising, analytics) sites  

Eighty percent of the analysed free mobile applications contact third-party websites for 
advertising and analytics. The communication with the advertising sites occurred 
mainly unencrypted. One of the analysed applications sends also “usage data” in plain 
text to third-party advertisers after e.g. measuring fitness activities (see figure 2).   

 

 
Figure 2. Sending usage data. 

Another application transmits the GPS location (latitude and longitude) 
unencrypted to a third-party advertising site. 
 

On the other hand, it is not transparent to users how much additional data 
regarding the usage of the app and the mobile device is collected and sent to third-party 
sites for analytics purposes. This form of data collection is known as behavioural 
tracking [5]. Ninety percent of the analysed applications provide such information to 
different sites. While Symantec examined a self-tracking application which contacted 
14 domains [2], in our tests the number varied between two and ten different domains. 
Many different URLs had been identified: admob.com, appsfyler.com, flurry.com, 
fiksu.com, google-analytics.com, localytics.com, kiip.me, rubiconproject.com, 
crashlytics.com, newrelic.com. One application sends the data even unencrypted to 
http://data.flurry.com, while all others use encryption also to transmit analytics data.  

Ninety percent of the inspected apps transmit more information than what is 
necessary for the proper running of the app, e.g. users’ location (GPS), android version, 
phone information etc. (figure 3).   
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Figure 3. Sending information to analytics sites. 

It is obvious that applications contact remote servers for some of their 
functionalities (to get images and marketing advertisement), nevertheless the number of 
contacted third-party analytic websites is surprisingly high. 

2.3.�Device information  

The IMEI (International Mobile Equipment Identity) is supposed to be a unique 
identifier for a device and can never be changed. In 2010, the Wall Street Journal 
reported that they had analysed 101 popular smartphone applications and had identified 
56 applications transmitting the unique device ID. This occurred without users’ 
awareness [4].  The analysis of the encrypted requests shows that 30% of the 
applications send the device ID to the application developers’ websites. For example, 
to track the user’s sport activities, a fitness app delivered the device ID (not IMEI) with 
each request. While the user enters his/her weight, the device information and the 
device ID are transmitted. The information sent is shown in figure 4 below:   

 

 
Figure 4. Usage of the unique device identifier. 

2.4.� Contact information  

In addition to the device information, applications were suspected to collect 
information from the local contact list. We could prove that e-mail addresses but not 
phone numbers were collected and delivered encrypted to the application developers’ 
website. For example, a fitness application tracking running activities delivers the 
contact e-mail addresses to help the user find his or her friends faster (figure 5).   

 

 
Figure 5. Usage of contact information. 

3.�Discussion 

An issue to be discussed is the location of the servers where data is transmitted to. 
While the analysis shows that 90% of analytics and advertising servers are located 
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outside Europe, the location of the developer-controlled servers highly depends on the 
country the developing company resides. Sending sensitive data to outside of the EU is 
bound to privacy law restrictions, which are usually handled by letting the user 
explicitly agreeing to the terms & conditions, resp. the privacy policy.  

A recently published study from Huckvale et al [10] about the analysis of apps 
included in NHS England's Health Apps Library, that actually shows results similar to 
those described in our analysis (expressing the lack of security and privacy of many 
mHealth apps) evaluated privacy policies. They show that most apps do not handle data 
according to their privacy policy, and that some apps do not even have any privacy 
policy. Besides, it’s well known that such policies are often quite large and complex 
documents that users mostly care as low as they care for the rights an app asks for.   

Mitigation of security and privacy concerns of mHealth apps has come in the focus 
of the European Commission and is addressed in the “Green Paper on mobile Health 
(mHealth)” [11] from technical up to legal levels.  

Technical measures (independent of the OS and apps) to offer users a minimum of 
control over the transmission of sensitive data are still quite limited. A first technical 
approach would be the use of a privacy proxy that blocks unwanted traffic. It may 
analyse data streams to determine unwanted traffic to ad-sites as well as analytics-sites 
and can block these connections. A second approach could be the active filtering of 
sensitive information or the provision of fake information. Sensitive information is 
removed from the unwanted communication streams by using for instance taint 
analysis techniques to analyse data flows and mark (taint) sensitive values. Also fake 
information could be delivered to tracking and advertising networks. Users can define 
to send random or an explicit amount of fake answers (e.g. PDroid-Tools).  
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