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Abstract. Cyber physical systems are critical to the infrastructure of a country.
They are becoming more vulnerable to cyber attacks due to their use of off the
shelf servers and industrial network protocols. Availability on World Wide Web
for monitoring and reporting, has further aggravated their risk of being attacked.
Once an attacker breaches the network security, he can affect the operations of the
system which may even lead to a catastrophe. Mathematical and formal models try
to detect the departure of the system from its expected behaviour but are difficult
to build, and are sensitive to noise. Furthermore they take a lot of time to detect
the attack. We here propose a behaviour based machine learning intrusion detection
approach that quickly detects attacks at the physical process layer. We validate our
result on a complete replicate of the physical and control components of a real
modern water treatment facility. Our approach is fast, scalable, robust to noise, and
exhibits a low false positive (FP) rate with high precision and recall. The model can
be easily updated to match the changing behaviour of the system and environment.

Keywords. Cyber Physical Systems Security, Machine Learning, Intrusion Detection,
Fault Detection

1. Introduction

Cyber Physical Systems (CPSs) are geographically dispersed, large-scale, life-critical,
and expensive systems. Smart grids, water filtration and distribution, unmanned vehicles,
and pervasive health care systems are some of the examples of such systems. They com-
prise of physical components such as actuators, sensors, and cyber components such as
network components and commodity serves. These network can be wired or wireless,
and run off the shelf industrial network protocols. Furthermore they maybe available on
the World Wide Web for remote monitoring and reporting. Thus leaving them prone to
attacks from not only criminals, hacktivists, or disgruntled employees, but also from en-
emy states, such as the attack on Iran’s nuclear centrifuge [5]. A hacker in US infected a
water filtering plant with a software that could alter the plants water treatment operations
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[4]. A disgruntled ex-employee took control of Australia’s Maroochy Water Services and
released one million litres of untreated sewage into local parks and rivers for many days
[22]. Thus intrusion detection systems (IDS) are needed to secure these systems.

Traditional IDS systems try to detect intrusion in the network traffic layer only. They
do so by either a dictionary of known attacks or by modelling the normal behaviour of the
traffic through Machine Learning (ML) techniques. The former requires the cumbersome
task of keeping the dictionary of attacks upto date, and are totally blind to zero day
attacks. The later suffer from missed detections and high false alarms. Once the adversary
has breached the traffic layer, the system is completely at his mercy. An IDS system is
needed at the physical layer to serve as a last line of defence. Current systems tackle
this problem by deploying a mathematical or some formal model of the physical process
that simulates the system and classifies deviation from the expected output as an attack
or an abnormal behaviour. These techniques are referred to as behaviour-specification
approaches. They require intricate understanding of the physical process, physical laws
that govern this process, and the equipment specifications. They are costly to come up
with, are sensitive to noise, do not update to the change of the environment or the ageing
of the plant, and lastly the behaviour of the physical process may not exactly follow the
specification in operational manual.

Data driven (aka behaviour based) approaches do not suffer from these problems.
They do not look for something specific and nor do they require an expert to build a
formal model, instead they learn the behaviour of the system through historical data.
They are fast, easier to develop, and are robust to noise and can adapt to the drift in
the normal behaviour of the system with time and change in weather. However these
approaches are very rare in the literature because they suffer from the lack of availability
of training data under an attack scenario. So they depend on simulations to generate
their results. These results may not be valid on real operational systems. We on the hand
use the data from Secure Water Treatment (SWaT) testbed, a complete replicate of the
physical and control components of a real modern water treatment facility to learn our
model and validate results.

Since behaviour based approaches learn directly from the data, they are not blind to
the operational behaviour of the CPS that is sometimes different than the vendor spec-
ification. This peculiar behaviour is missed by the simulations and specification based
approaches. As an example, in SWaT, the closing and opening of a valve is not imme-
diate, as specified in the operational manual. Instead, the valve is in a transient state for
a dozen of seconds until it opens completely, followed by a similar delay in the water
inflow to reach its desired rate as specified in the manual. This rate of inflow at times can
be even greater than 11% as specified in the specification, operating under normal condi-
tions. These phenomenon are brushed under sensor noise tag in a behaviour-specification
approach. Sensor noise itself being a nuisance that needs separate modelling, as it even
sometime shows a flow of water even when the valve is closed. Behaviour based ap-
proaches do not need to model these artefacts separately. Furthermore they can fit a more
tighter bound around the operational behaviour of the system e.g. we observe that un-
der the normal behaviour the level of the tank does not go above a little over 900 litres,
whereas a behaviour-specification based approach would consider an upper bound of
1100 litres as stated in the specification and encoded into the PLC coding.

In this paper, in contrast to the dictionary, and behaviour-specification based ap-
proaches, we model the physical process of SWaT through a data driven approach to
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detect attacks at the physical layer. Contrary to their usual critique, we show that these
approaches do not suffer from a high FP rate, in fact, few of the best performing tech-
niques generate no or very few FP with high precision and recall. In particular, we eval-
uate and compare the performance of nine supervised machine learning (ML) classifiers
on data generated by SWaT injected with eighteen attacks of ten different types. We fur-
ther compare the time to detect an attack, type of attacks detected by each approach, and
time to build the model. We demonstrate that these ML approaches not only successfully
detect almost all the attacks, but also detect them earlier than the behaviour-specification
approaches.

The rest of the paper is organised as follows: Section 2 describes the SWaT testbed
and the process that we are trying to model, followed by related work in Section 3. We
describe the nine classifiers in Section 4. Dataset details and results are presented in
Section 5, followed by conclusion in Section 6.

2. SWaT Testbed

Figure 1. A View of The SWaT Testbed.

Secure Water Treatment (SWaT) is a testbed that is jointly setup by the Ministry of
Defence, National Research Foundation, Singapore and Singapore University of Tech-
nology and Design (SUTD). Its purpose is to enable experimentally validated research
in the design of secure and safe CPS. It replicates the physical and control components
of a real modern water treatment facility, see figure 1. SWaT consists of the following
six-stage filtration process:

P1 Supply and storage

P2 Pre-treatment

P3 Ultrafiltration and backwash
P4 De-Chlorination System
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P5 Reverse Osmosis (RO)
P6 RO Permeate Transfer, UF Backwash and Cleaning

The process begins by taking in raw water (P1), adding necessary chemicals to it
(P2), followed by filtration via an Ultra-filtration (UF) system (P3), de-chlorinating it us-
ing UV lamps (P4), and then feeding it to a Reverse Osmosis (RO) system (P5). A back-
wash process (P6) cleans the membranes in UF using the water produced by RO, and
transfers the clean water back to the raw water tank. All the process are interdependent,
with each process dependent on the previous one. The cyber portion of SWaT consists
of a layered communications network, Programmable Logic Controllers (PLCs), Hu-
man Machine Interfaces (HMIs), Supervisory Control and Data Acquisition (SCADA)
workstation, and a Historian. Data from sensors is available to the SCADA system and
recorded by the Historian for subsequent analysis. A separate PLC is dedicated for each
of the six processes. Each of these PLCs is provided with a redundant hot-standby PLC.

The communication in the SWaT takes place over multi-layer communication links,
consisting of different switches and routers. This communication can take place trough
either a WiFi, or an Ethernet link running various industrial communication protocols.
The sensor readings, and actuator commands are all communicated with the PLC over
these (wired or wireless) communication links. These protocols suffer from network at-
tacks. In our lab we have successfully injected Man In The Middle (MITM) attacks,
which can inject false sensor readings, and commands.

2.1. Pre-Treatment Process

> From RO RO PERMEATE TRANSFER K} |

ERIES Toalyr

e
3

e

Raw Water Pump 1
RAW WATER TANK P-101
T-101

%lam

Raw Water Pump 2
P-102

Figure 2. Details of the first stage of SWaT.

SWaT is a complex system, with six different processes interacting with each other.
In this paper we try to model the intrusions in the process P1 only. Findings for this
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process will be extended to rest of the processes by either extending the current model to
incorporate one subsequent process at a time, or by learning a separate model for each
of the process.

Process control of the P1 is illustrated in figure 2. The water flows into the raw water
tank from two sources, city water supply system, and RO process (P6) after cleaning. The
water from the water supply system is controlled by motor valve MV-101. It is opened
when the water level goes below a predefined Low (L) threshold, and is closed when it
reaches a predefined High (H) threshold. If for some reason, the water level still keeps
on decreasing (or increasing) past the L (or H) threshold, then alarms are set off when
it reaches the Low Low (or High High) threshold, signalling an emergency situation in
which the system can be thought of as insecure. The rate of this inflow is measured by
the flow indicator FIT-101. The water inflow from the RO process can not be controlled
by P1, therefore at a given point in time water could be flowing into the tank from none,
one, or both of the sources. Pump P-101 is turned on when the water level drops below
L threshold in the UF tank (P3), and is turned off when water level rises above the
H threshold in the UF tank. It can also be turned off when the level in the raw water
tank drops below L, or the flow indicator FIT-201 (in process P2) drops below a certain
predefined threshold. Pump P-102 is only for back up, it only operates when P-101 fails
to do so.

Even though process P1 is not the most financially critical process of the testbed,
but all the later process depend on it. A false sensor value for LIT-101 can overflow the
tank, decrease the output of the plant, or burn out the pumps. In section 5 we define ten
different attacks that are injected into the system.

3. Related Work

In literature, IDS have been categorized into three categories; knowledge based,
behaviour-specification based, and behaviour based [14]. Knowledge based approaches
look for specific runtime patterns that match a pre-maintained dictionary of pattern of
known attack types [8]. These approaches are fast and have low FP rate, but require the
dictionary of attacks to be kept upto date. They are totally blind to zero day attacks.
Behaviour-specification approaches model the normal behaviour of the system by for-
mally defining the legitimate behaviour, and signal an attack when the system departs
from this model [15,10]. These approaches require a human expert to define this proper
system behaviour, which is very time consuming. Secondly the systems behaviour may
change because of environmental changes, or with ageing, thus departing from the be-
haviour that was previously thought as normal. Behaviour based approaches address
these issues but suffer from high FP rate, but our study shows otherwise. Some behaviour
based approaches use conventional statistics based techniques [25], they test if a sen-
sor reading or an actuator setting is within some number of standard deviations of a
mean. These approaches are parametric, not fully automatic, and difficult to come up for
large number of interdependent sensor and actuators. We therefore limit our focus to non
parametric approaches such as data mining and ML approaches.

Most of IDS model the network traffic [26,2]. Only few try to detect attacks at phys-
ical layer, and these approaches are behaviour-specification approaches [4]. Out of the
forty IDS systems reviewed, only twenty four were behaviour based. More than half of
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these IDS detect intrusions in non CPS systems, using internet and LAN traffic [24,11].
Other approaches try to detect attacks in the network traffic layers of CPS that use of the
shelf industrial network protocols such as MODBUS, DNP3, Ethernet/IP, etc. [13]. We
were not able to find an IDS that models only the physical process of a CPS using a ML
approach. The closest work that we could find was done on the water storage testbed of
Mississippi State University [16]. It is a simple testbed consisting a 2 litre water storage
tank, a level sensor, and a pump. [7] use NN to detect attacks on this testbed with ba-
sically one network traffic attribute and one physical process attribute, namely, number
of responses against a command, and water level. The only physical attacks that they
simulate are the change in water level. [17] uses the same testbed but adopts a one class
approach. They add network traffic features to increase the attribute set, thus rendering
their approach to mostly a network traffic IDS. Whereas we use a two class approach
due to the availability of attack data on SWaT, and we inject ten different attacks in the
physical process. Lastly, our testbed is much more complex and realistic which validates
our findings more.

4. Methodology

A data driven approach for CPS should be fast, scalable, and robust. It should be fast be-
cause the system operates in real time, it wouldn’t be beneficial to signal an attack after
it has happened. It should be scalable because CPS can be huge systems involving mul-
tiple readings per second from hundreds of sensors and actuators. It should be robust to
sensor noise, and to the effects of weather and ageing. Therefore we choose to model this
behaviour with the state of the art supervised Machine Learning (ML) techniques. Su-
pervised techniques require training data under both the normal operating circumstances,
and when under attack. It is rare to find the data when system is under attack, because
these expensive and infrastructure critical plants are not available to researchers to carry
out attacks. We on the other hand can generate the data under the attack scenario from
the testbed. Even then, IDS problem is a skewed class problem. In all, we injected ten
different types of attacks in the system. These attacks henceforth referred to as Al, A2,..,
A10 are described below:

A1l FIT-101 is attacked and its value is changed to zero.

A2 MV-101 is attacked and is turned off.

A3 P-102 is attacked and is opened.

A4 P-101 is attacked and is closed down.

AS MV-101 and P601 are closed down.

A6 FIT-101 is attacked by showing it operating value above its normal operating range.
A7 LIT-101 is attacked by increasing its value above the normal maximum level.

A8 LIT-101 is attacked by decreasing its value below the normal minimum level.

A9 LIT-101 is attacked by increasing its value more than normal rate of change.

A10 LIT-101 is attacked by decreasing its value more than normal rate of change.

The nine state of the art ML classifiers that we choose are fast and scalable, but some
what sensitive to noise. We tackle this by reserving some part of the data for testing over
which we tune the parameters of the algorithms to find the best performance parameters.



K.N. Junejo and D. Yau / Data Driven Physical Modelling for Intrusion Detection 49

We choose three most widely used discriminative classifiers, namely, Support Vector
Machines (SVM), Neural Network (NN), and Logistic Regression (LR). Three classifiers
are decision tree based, namely, Random Forest (RF), J48, and Best First Tree. The
remaining three are statistical classifiers, namely, Naive Bayes (NB), Bayes Network
(BayesNet), and Bayes Logistic Regression (BayesLR). We briefly discuss each of these
classifiers below.

4.1. Discriminative Approaches

Support Vector Machines (SVM) are non-probabilistic binary linear classifiers. They
project the data in a higher dimensional feature space where a hyperplane is learned
to discriminate between the points of the two classes. The hyperplane is such that it
maximizes the margin between the closest points of the two classes, thus achieving a
better generalization over the unseen data. This has led SVM to exhibit high performance
on most of the real world classification problems including IDS [1].

Artificial Neural Networks (NNs) are a family of models inspired by biological neu-
ral networks and are used to approximate functions that can depend on a large number
of inputs. In addition to the input and output layer, they consist of one or more hidden
layer of neurons that try to learn non linear decision boundaries separating the classes.
Along with SVM’s, NN belongs to few of the most successful algorithms for intrusion
detection [2].

Logistic Regression (LR) is an alternative to linear discriminant analysis, and can
be seen as analogous to linear regression. However it is based on quite different assump-
tions. Firstly, the conditional distribution is a Bernoulli distribution rather than a Gaus-
sian distribution. Secondly, the predicted values are probabilities through a logistic func-
tion. It nicely measures the relationship between the categorical dependent variable and
one or more independent variables. It can outperform SVM and NN on problems with
large number of features, it has been less successful on intrusion detection problems
though [23].

4.2. Decision Tree Based Approaches

Decision tree have been a popular approach to ML since early nineties, mainly because
they can be translated to simple IF-ELSE, OR and AND rules which are intuitive and
easily understandable. They have been successfully applied to detect intrusion detection
in network traffic layer [20,11] in recent years. A decision tree can be visualized as a
tree structure that consist of nodes from root to leaf, in which each internal node denotes
a test on an attribute, each branch represents the outcome of a test, and each leaf node
represents a class label. A new record is traversed through the root node till the leaf,
where it is assigned the label of the leaf node. The selection of attributes is based on
some information theoretic measure. J48 uses Information Gain as the measure to select
attributes at each node of the tree [19]. The tree is pruned to avoid overfitting. Best First
Tree (BFTree) is similar to J48 [21], except that the best node is expanded first instead
of the depth-first order. This approach allows new ways to prune the tree which make it
less susceptible to overfitting.

Random forests (RF) are an ensemble approach proposed by [3]. They are based
on notion of bootstrapping and selection of random subset of features i.e. they operate
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by constructing a multitude of decision trees at training time on a random subset of the
training examples. At each candidate split in the learning process, a random subset of the
features is selected. The mode of the classes of the individual trees is the predicted class
label for a record. RF have been recently perform very well on many problems. RF have
been shown to be more robust to overfitting than other decision tree algorithms.

4.3. Bayesian Approaches

Bayesian classifiers are one of the most popular approaches in pattern recognition. They
are probabilistic classifiers that predict class by means of probabilities, such as the prob-
ability that a given sample belongs to a particular class or not. Bayesian Networks
(BayesNet) and Naive Bayes (NB) variants are the two most fundamental methods that
belong to these class of classifiers. They have been successfully used for intrusion de-
tection as well [12,24]. NB classifiers assume conditional independence given the value
of the class. i.e. the attributes do not influence each other given the value of the class
attribute. NB classifiers are highly scalable, requiring a number of parameters linear in
the number of features. They have been shown to perform nicely on large dimensional
problems, and in scenarios where part of the data is unobservable. They can be learned
through Maximum-likelihood method that does not require multiple iterations over the
training data. BayesNet are probabilistic graphical model that represents a set of random
variables and their conditional dependencies via a directed acyclic graph [6]. Unlike NB,
dependencies can be laid out between the variables by adding an edge between them.
Since attributes are not completely independent in the real world, they tend to outper-
form NB classifier when number of features are less. BayesLR is a Bayesian approach to
LR that uses a Laplace prior to avoid overfitting, and is shown to generate better results
than LR especially for large feature spaces [9]. Bayesian classifiers are commonly used
classification algorithms because of their simplicity, computational efficiency and good
performance for real-world problems.

4.4. Optimal Parameters

In this subsection we report the parameters for which the classifiers give the best perfor-
mance. For SVM, we tried out several parameters, including the kernel and the regular-
ization parameter C. Performance for linear kernel did not exceed 95% despite choos-
ing large values of C. SVM gave best performance using Radial Basis Function (RBF)
kernel with C = 8000. NN gave best results with seven hidden units in the hidden layer,
two units in the output layer, learning rate, momentum, and number of iterations equal
to 0.3, 0.2, and 1000, respectively. LR worked best for the default parameters. RF and
J48, gave the best performance for 200 trees, and confidence factor of 0.6, respectively.
BFTree worked best without pruning, and minimum number of objects set at 4. NB does
not have parameters, while BayesLR worked best for the default parameter values. For
BayesNet, we used Simple Estimator, and TAN as the search algorithm with Entropy as
the Score Type. Most of the algorithms have a few more parameters for which we tried
out different values, but we do not mention them here because their best value turned out
to be the default values.
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No. of Attacks | Attack | Normal | Total
Training Data 18 1260 18900 20160

Test Data 18 580 8060 8640
Table 1. Details of the dataset.

5. Dataset and Results
5.1. Dataset

Each second, the state of the sensors and actuators is recorded into a Historian database.
For this study, we extracted eight hours of data from the database which totals around
28800 records. Since we are using supervised ML approaches, we divided this data into
two sets, training and test set. We learn the model on the training set and then evaluate
its performance on the test set. We tune the parameters of each algorithm on this test set
to obtain their best performance. The details of these sets are given in table 1.

Since the probability of attack in real life is small, so in order to simulate a real
scenario we have injected only few attacks into the system. We have injected 10 different
attacks based on the sensor and actuator values. The first eight attacks have two instances
each, while each of the last two attacks have one instance only. In the training set the
duration of the first and second attack is kept at 30 and 120 seconds, respectively. In
reality, the duration of attacks in the test set may be different from that of the training
data, therefore we also keep it different in test data. In test data, the first attack lasts 10
seconds while the second attack lasts only 30 seconds. This totals to 18 attacks in the
training and test set, corresponding to 1260 and 580 rows, respectively.

An important phenomenon observed in the data that is absent in the specification
is that the turning on and off of valves and pumps is not immediate. It can take upto a
dozen seconds for the valve to open, during which the state of the pump is neither open
nor closed, instead its in a transient state. Furthermore, the water inflow takes similar
amount of time to reach its normal or desired rate of flow. This makes the problem of
detecting the attacks more challenging because now the valve is not closed and yet water
is not pouring in. This problem is further aggravated by the sensor noise, e.g. the valve is
closed but the value of the water inflow is greater than zero. Similarly the output pump is
closed but the level of the tank still decreases. These issues can result in the degradation
of the performance of the IDS, but we choose not to model them explicitly. We do this
for two reasons, it would further complicate the model, and secondly since no modelling
is perfect, therefore it may add some new artefact in the model. Instead we try to tackle
these issues directly in the learning processing through regularization.

5.2. Metrics

Being a skewed class problem, accuracy is not a sufficient metric to measure the measure
the performance of the IDS. Precision and recall are more suitable measures for this
class of problems. Precision is basically a measure of how accurate the classifier is when
it says that it has detected an attack. A higher value corresponds to a lesser number of
false alarms (FP). Whereas, recall is basically how many of the attacks did the classifier
actually detect. Higher value of Recall corresponds to a lesser number of missed attacks
(FN). Ideally we want a classifier with high precision and recall because that corresponds
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to lower FP and FN. F-Measure helps us to combine both into a single metric. It is
the harmonic mean of precision and recall. It is a more conservative measure than the
arithmetic mean of the two. The three measures are mathematically defined below:

Precisi TP

7 n= ———

ecisio TPLFP

Recallzl
TP+ FN

2 x Precision * Recall
F — Measure =

Precision + Recall

where TP is the number of attacks correctly detected by the classifier. Fifth measure that
we use is the Area Under the Receiver Operating Characteristic (ROC) curve (AUC). It
is considered to be a more robust measure than F-Measure for highly skewed problems
[18]. ROC curve is true positive rate (TPR) plotted against false positive rate (FPR)
thresholded at various settings. This allows to select possibly optimal models by varying
this threshold.

5.3. Pre-Processing

We treat every attribute as a numeric attribute, even the states of valve and pumps. Reason
being that they are not a binary variables as they take on three values, where value 2
corresponds to the on state, 1 for the off state, and O for the transient state. We normalize
all the attributes in the interval between zero and one. This is very important for certain
algorithms e.g. normalization helped reduce SVM'’s training time from hours to just a few
seconds, in some cases SVM also crashed on the un-normalize data. Lastly we introduced
a new attribute in the data set as change in tank level, hoping that it would help us detect
attacks that incur sudden changes in tank level. We will see in results that, it helps us to
detect the sudden increase in the tank level, but not the sudden decrease in tank level. We
calculate this attribute by subtracting the old reading from the current reading of the tank
level.

5.4. Results

The results demonstrate the effectiveness of ML based algorithms to detect attacks in the
physical process of a CPS. We performed various runs of each algorithm to find their pa-
rameters that would give their best performance on the test dataset. We summarize these
results in table 2. All the five performance measures are reported as percentage values.
The last column, Time To Build the Model (TTBM) is reported in seconds. The highest
value for each metric is highlighted in bold. The results carry a bit of a surprise. In this
particular problem when number of features is significantly smaller than the number of
training examples, LR, and SVM with linear kernel should perform best. To the con-
trary LR and SVM with a linear kernel are one of the worst performers. Instead SVM
with a RBF kernel takes the top spot in the accuracy section. NN on the other hand was
supposed to perform equally better as SVM.

Coming to the tree based algorithms, rarely used BFTree performance is quite high,
sharing the top spot with RF on three measures, and being second in the accuracy mea-
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Accurracy | Precision | Recall | F-Measure | AUC | TTBM

SVM 99.83 99.65 97.76 98.69 98.38 6.78
NN 99.08 99.10 99.10 99.10 96.30 | 54.23

LR 94.52 93.90 94.50 93.10 90.00 0.38
RF 99.78 99.80 99.80 99.80 99.60 10.95

J48 98.91 99.00 98.90 98.90 98.50 0.8
BFTree 99.78 99.80 99.80 99.80 98.30 0.15
NB 94.13 94.50 94.10 91.90 84.70 0.03
BayesNet 99.07 99.10 99.10 99.10 99.70 0.09
BayesLR 94.09 94.40 94.10 91.90 56.00 0.38

Table 2. Performance of Classifiers. All values are in percentages, except TTBM which is in seconds.

sure. Nonetheless, its AUC is significantly lower than that of RF, which demonstrates the
befitting discriminative power of the RF.

Strikingly, BayesNet has the highest AUC. This means that its decision function can
be tweaked to achieve better performance than rest of the algorithms. Its training time is
also the lowest amongst the high performing classifiers.

It is interesting to note that in attack A7 to A10 the bounds are calculated using the
normal behaviour of the system and not from the specification manual of the system. This
is important, and allows us to fix more tighter bounds on the operation of the system,
e.g. the specifications state that the level of the tank cannot be more than 1100 litres, so
an alarm goes off if this so happens, but from the data we observe that the level of the
tank never goes above 903.04 litres because MV-101 is turned off when it reaches 900
litres. Using this insight our model learns a value little more than 903.04 as an abnormal
behaviour and signals it as an attack. Same is the case for the minimum level of the tank.
Deriving these upper and lower bounds from data enables us to detect an attack way
before it reaches the critical stage. On the contrary, for A6, the data helps us to loosen
the bound on operational range of FIT-101, which otherwise would have resulted into an
false alarm. Reason being that according to data, FIT-101 can operate at a 11% higher
value than that stated in the specification.

5.5. Fault Identification

We further drill down into the results, and analyse which classifier failed to detect which
type of attacks. Table 3 summarizes the type of attacks detected by each classifier, we
discard the classifier with accuracy lower than 95% from this analysis. None of the clas-
sifier has been successful in detecting all of the attacks. The most difficult to detect was
attack A10. RF and BFTree that seemed to perform exactly same also differ on detecting
A10. In A10 attacker significantly reduces the level of the tank but still within its upper
and lower bounds, hence being classified as normal behaviour by most of the classifiers.
A9 is quite similar to A10, the level is increased significantly as opposed to decreasing it
as in case of A10, rest of the conditions are same. A reason for its better detection could
be that the change in water level is negative in this case, still it needs further analysis.
Second most difficult to detect attack is A4, completely missed by NN, thus costing it
position in the top rankings.

In the test data, the attack lasts from 10 to 30 seconds, so it could be that an attack
is not detected for its whole duration but for a few seconds only. We therefore further
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Al | A2 | A3 | A4 | A5 | A6 | A7 | A8 | A9 | A10
SVM 2 2 2 2 2 2 2 2 1 0
NN 2 2 2 0 2 2 2 2 1 1
RF 2 2 2 2 2 2 2 2 1 0
J48 2 1 2 2 2 2 2 2 1 0
BFTRee 2 2 2 2 2 2 2 2 1 1
BayesNet 2 2 2 1 2 2 2 2 0 1

Table 3. Number of Attacks Detected. Two instance of each attack upto A8. Only once instance for A9 and
A10.

Al A2 A3 A4 A5 | A6 | A7 A8 A9 | Al0
SVM | 100 | 95.71 100 100 100 | 100 | 100 100 100 0
NN | 100 100 100 0 100 | 100 | 100 100 100 10
RF | 100 | 87.14 100 100 100 | 100 | 100 100 100
J48 | 100 | 85.71 100 100 100 | 100 | 100 100 100
BFTree | 100 | 87.14 100 100 100 | 100 | 100 100 100 10
BayesNet | 100 100 97.14 | 85.71 | 100 | 100 | 100 | 97.14 0 10
Table 4. Percentage of Records Detected For Each Attack.

analyse this by looking at the percentage of records detected by each classifier in table
4. This table shows a slightly different picture than 3. It shows that despite getting de-
tected, attack A2 has given almost all the classifiers a tough time. SVM, RF, BFTree, and
J48 miss some part of this attack. For attack A10, the three algorithms that eventually
detected it, were only able to detect only 10% of it.

This raises a question; how long does it take to detect an attack? Delay in detecting
an attack can lead to a catastrophe. We try to answer this question through table 5. A
value of 0 means that the attack was detected the first second that it started, whereas
oo means that the attack went undetected. Most of the attacks get detected at the very
instant they start, or do not get detected at all. Only three attacks are detected at the fourth
second. This is a good feature of ML based approaches in contrast to the specification
based approaches where the model waits for the output of the system to deviate from the
normal behaviour to be able to detect them.

These results demonstrate the effectiveness of using ML algorithms for modelling of
the physical layer. An ensemble approach of complementing algorithms to detect all the
attacks can be used to further improve performance, a direction for future exploration.

5.6. Training Time

Attack detection should be in real time, so it is necessary to train the model and classify
the incoming examples as quick as possible. We report Time To Build the Model (TTBM)
in table 2. Given the number of training examples, most of the algorithms were quick
to learn the model. As expected, NN is the slowest, but it classifies new examples very
fast. So does SVM, it took less then half a second to classify all the testing examples.
TTBM should be taken with a grain of salt because it is affected by other processes
running on the system. The experiments were run on a 3 GHZ Core i7 laptop with 8 GB
RAM. The implementations were not parallelised, so the running times are for algorithms
running on a single core. Memory footprint for each of the algorithm was also quite
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Al | A2 | A3 | A4 | A5 | A6 | A7 | A8 | A9 | Al10
0 0 0 0 0 0 0 0 0 oo
SVM
0 0 0 0 0 0 0 0
NN 0 0 0 oo 0 0 0 0 0 0
0 0 0 oo 0 0 0 0
0 3 0 0 0 0 0 0 0 oo
RF
0 0 0 0 0 0 0 0
748 0 oo 0 0 0 0 0 0 0 oo
0 0 0 0 0 0 0 0
0
BFTree 3 0 0 0 0 0 0 0 3
0 0 0 0 0 0 0 0
0 0 0 oo 0 0 0 0 oo 0
BayesNet
0 0 0 0 0 0 0 0

Table 5. Time (in seconds) to Detect an Attack.

small. Low memory footprint and low running time indicate that these approaches are
highly scalable, and would be appropriate for detecting intrusion in all of the six stages
of the SWaT testbed.

6. Conclusion

CPS are critical to the infrastructure and economy of a country. Securing them from cy-
ber attacks that may be carried out by criminals, hacktivists, disgruntled employees, and
enemy states is a high priority area for many governments. Even though many intrusion
detection system (IDS) exist for the network layer, no further defences exist ones it has
been breached. We therefore propose a behaviour based machine learning (ML) approach
for intrusion detection that models the physical process of the CPS to detect any anoma-
lous behaviour or attack that may try to change the behaviour of the CPS. We success-
fully demonstrate the effectiveness of such approaches by validating results of nine ML
approaches on Secure Water and Treatment (SWaT) testbed, a complete replicate of the
physical and control components of a real modern water treatment facility. We show that
ML approaches are not only fast, robust, but detect attacks very early while exhibiting no
or very little false positives. Furthermore our approach can be used in conjunction with
the existing network traffic IDS systems.
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