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Abstract 

In the medical domain, data quality is very important. Since 

requirements and data change frequently, continuous and 

sustainable monitoring and improvement of data quality is 

necessary. Working together with managers of medical centers, 

we developed an architecture for a data quality monitoring 

system. The architecture enables domain experts to adapt the 

system during runtime to match their specifications using a 

built-in rule system. It also allows arbitrarily complex analyses 

to be integrated into the monitoring cycle. We evaluate our 

architecture by matching its components to the well-known 

data quality methodology TDQM. 
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Introduction 

Data quality is an important concern in data integration 

scenarios. Integration and data quality influence each other 

bilaterally. Many data quality issues only become evident if 

several data sources are available, and integration can benefit 

from high data quality [1]. 

In the medical domain, one such integration scenario is created 

by medical practitioners affiliating into group practices or 

medical centers [2]. They do so for various reasons, among 

them financial benefits or better collaborative treatment of 

patients. To reap these benefits, organization wide planning is 

required. This in turn makes it necessary to create a general 

view over the data and processes of every participant’s 

practice. This information is found in the respective local 

patient-data management systems and databases and may 

exhibit various deficiencies, like missing entries or wrong 

values. An integrated central database is fed new and possibly 

erroneous data from the center’s locations continuously. 

It is thus not enough to do a single pass of data cleaning over 

local databases. Indeed, it may even be impossible to validate 

data at the local databases since practitioners may be unwilling 

to relinquish control of their system or may be unaware of 

newly established quality considerations. Thus, central 

continuous monitoring and improvement of data quality is 

necessary to support the center. Frequent changes also induce 

significant software aging [3] in any system dealing with data 

quality. Data quality systems must be able to evolve with 

newly arising requirements, especially in the health sector. 

Medical or legal changes must be implementable by domain 

experts, since these changes may happen too short-term and too 

often to allow assigning a programmer for substantial code 

redesign [4]. 

Contribution 

In this paper, we describe an architecture for continuous data 

quality monitoring. We start out by giving an overview over 

the project context, and describe our approach and the resulting 

architecture. To evaluate the architecture’s usefulness, we 

show how it supports data quality methodology. In conclusion, 

we briefly discuss the ongoing implementation of a prototype. 

MEDITALK 

The research project MEDITALK is an example of an 

integration scenario in the medical domain [5]. A so called 

practice manager is responsible for controlling a medical 

center. This role necessitates an overview over the data of all 

the centers’ locations. All local practitioners’ data is integrated 

into a central database in a standard Extract-Transfrom-Load 

(ETL) process [6]. This solution is already in place at three 

medical centers, together encompassing 50,000 patients, 80 

practitioners, and 3 practice managers. Since new data arises at 

the local practices continuously, ETL is repeated at set 

intervals. Copies of all local data arrive at daily intervals in the 

central database. The practice manager interacts with the 

system through a controlling application, which essentially 

provides a predefined dashboard of information about the 

centers’ locations and their data. 

Data Quality 

Data quality is often generically defined as “fitness for use” 

[7]. This means that for data to be of high utility, it has to 

conform to requirements according to its application. We 

divide data quality considerations into two broad groups. 

Checking their fulfillment may be conceptionally easy, like 

verifying the length of a string. It may also be more involved, 

for instance requiring complex data mining or statistical 

models. Obviously, the boundary between these two difficulty 

groups is fuzzy - deciding which group a requirement belongs 

to is a domain expert’s responsibility. Within both groups, 

requirements are further (sometimes implicitly) classified into 

the usual data quality dimensions [1,7]. We make the 

assumption that both groups are important to continuous data 

quality monitoring in medical centers. 

Methods 

In a first step, we conducted a literature review focusing on 

data quality both in general as well as specifically in 

healthcare. To familiarize ourselves with the domain, we 

afterwards conducted interviews with the three practice 

managers involved in MEDITALK. We asked questions about 

the data quality dimensions most mentioned in literature, their 

impact on the centers’ work and about how detected quality 

problems had been addressed. We worked with the developers 

of the integration environment of MEDITALK, and designed 

an architecture to monitor data quality on top of the existing 

software. 
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Results 

Literature Review 

Many methodologies for data quality improvement have been 

proposed (see [8] for a survey). A commonality between these 

is that they offer a bird’s eye view of necessary steps for data 

quality improvement and thus are highly generic. The arguably 

widest used one is Wang’s Total Data Quality Management 

(TDQM) [9] (see Figure 1). TDQM is suited for continuous 

monitoring and is open to system evolution - both capabilities 

important for data quality monitoring in the medical domain. 

Therefore, we make the assumption that being able to support 

the TDQM steps is a minimum requirement for any data 

quality solution to be used by practice managers. 

 

Figure 1 - TDQM cycle 

There are many publications specifically considering data 

quality in healthcare applications, for example health 

simulations [10], free text analysis of diagnoses [11], or 

healthcare processes [12]. Concerning data completeness, 

Miller et al. report about two studies that found “pieces of 

information perceived as being needed for clinical decisions 

were missing 13.6% and 81% of the time” [13]. The ACM 

Journal of Data and Information Quality devoted a special 

issue to the topic of information quality in healthcare [14]. In 

2013, Dixon et al. described the Health Data Stewardship 

framework and called for software tools to monitor and 

improve data quality [15]. It follows that supporting high data 

quality in the medical sector is an ongoing effort. 

Interviews 

All practice managers reported occurrences of low quality data, 

with incomplete data being identified as the biggest issue. To 

be more specific, population completeness [1] was deemed the 

most impactful [16]; a center’s practitioners operate on a 

budget. Once they surpass a certain threshold, their activities 

are only reimbursed fractionally. This becomes evident at the 

latest at the end of each fiscal quarter, when practitioners report 

their activities to a central authority for reimbursement. At this 

point, however, it is too late for the practice manager to counter 

this effect. While countersteering would have been possible 

during the quarter, incomplete data at that time obfuscated 

arising budgeting problems, leading to loss of revenue. 

All practice managers reported that at their centers there 

already were rules in place about data. Most of these were not 

checked automatically and had to be evaluated manually. One 

location reported presence of 119 standardized queries to 

review some quality constraints, again with the restriction that 

these queries had to be triggered by hand [17]. This produces 

significant effort since these queries have to be evaluated 

frequently. There are some exceptions to this, for example 

automatic sanity checks performed by patient-data 

management systems. Still, all practice managers expressed 

interest in being able to define their own rules for automatic 

evaluation. 

Monitoring Architecture 

While our architecture (see Figure 2) is built on top of the 

MEDITALK packages, it is designed to allow implementation 

as a standalone application. All user interaction happens 

through the Interaction package. The Data Service package is 

responsible for accessing the central database and for storing 

monitoring results and metadata. Actual data quality 

measurements are performed by the Monitoring package. 

 

Figure 2 - MEDITALK Integration Environment and 

Monitoring System 

Monitoring Package 

Our proposed architecture splits assessment of data quality into 

two separate concepts: rules and metrics. 

A rule is a formulation of a constraint on data, for example R1: 
ICDCode = ’J00’ and Diagnosis != ’Acute nasopharyngitis’1. Any 

tuple in the database for which R1 holds (meaning that the ICD 

code has an attached diagnosis different from the standard) 

may be erroneous according to the formulated rule (see [18] for 

other examples). Another possible form of rules are association 

rules [19], and conditional functional and inclusion 

dependencies (see [20] for a survey). Expressing data quality 

constraints by rules has the advantage that they can be created 

without intervention by a programmer. Domain experts can 

formulate rules according to their own requirements. 

The Rules Monitor package keeps track of the rule base stored 

in the Monitoring Database, executes rules according to their 

schedule and in turn stores the results. Rules fall into one of 

two categories: aforementioned examples are data quality 

rules, and define the fitness of data entries. The second 

category are improvement rules. These are used to trigger 

events to improve data quality, for example alerting the 

practice manager to violating data or performing automatic 

edits2. All rules are checked on the available data according to 

a set schedule. For the MEDITALK project, it is enough to 

check them once every 24 hours because data arrives in daily 

intervals. For other contexts, the intervals can be changed 

according to need. Every rule can also be triggered manually. 

                                                           
1 This is not necessarily a practical example – we only use R1 to ex-

emplify our system’s usage. 
2
 Automatic edits bear some challenges like conflicting edits [21]. We 

assume the practice managers to be aware of these perils. 
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The Metrics Monitor contains all functions that implement 

metrics, and triggers recalculation according to the needs of the 

respective metrics. A metric, for our purpose, is defined as any 

measure indicating the quality of a data item or set of data 

items. In distinction to the mathematical definition of a metric, 

we denote not only a distance between a data item and its 

theoretical perfect quality counterpart by the expression 

“metric”, but any indicator which makes a statement about data 

or data quality. As an example, the number of NULL values 

within a database table may indicate the table’s completeness 

(depending on NULL semantics [22]). We use the term metric 

interchangeably as the indicator delivered or the mechanism to 

calculate the indicator. 

We distinguish between metrics and rules for the following 

reasons: some desirable functions, for instance statistical 

models (see [23] for an example), may be too complex for easy 

representation by rules. Also, some rules may prove to be of 

interest to more than one center. In the case of large sets of 

rules, creating these rules at all interested centers would be 

redundant. Expending onetime effort encoding or generating 

the set in a metric, then integrating the resulting module at each 

center would lower overall effort. So if for these reasons 

additional programming is warranted, an additional metric is 

created. This will usually be done by a programmer in response 

to a new requirement by a domain expert. 

Data Service Package 

All results of calculations within the Monitoring package are 

stored in the Monitoring Database to encapsulate all 

information necessary to assess gathered indicators. A 

monitoring result is a statement about data, valid at a certain 

point in time. Each result is identified by;  

• the originating rule’s / metric’s identifier,  

• the date and time the result was obtained, and  

• all involved tuples and attributes. 

Apart from this identifying data, each issue has a payload 

according to the specific rule / metric, for example an indicator 

calculated by a metric. The payload may be empty if all 

necessary information is already present in the result’s key, but 

may also be arbitrarily complex, for example delivering an 

XML data structure. Usually, a rule’s payload will be the 

percentage of applicable tuples it holds on, and the identifiers 

of violating tuples. The payloads of metrics may be as simple 

as a single indicator (e.g. “expected number of patients 

tomorrow: 32”), possibly including a confidence interval for 

the value. They may also deliver structures of any number of 

values and of any depth (e.g. a decision tree derived from 

patient data). 

The Central Database Access package serves as a mapper 

between the Central Database and the data requirements of the 

Monitoring System. This decouples the Central Database and 

all other packages that need access to it, preventing changes at 

the Central Database from propagating to other parts of the 

system. 

Interaction Package 

Through the Rule Editor, practice managers can define their 

own data quality rules. This solution has several advantages in 

comparison to the standardized queries used to date: 

• Rules can still be triggered manually, but can also be 

checked automatically and periodically (at set 

execution intervals). 

• Rules can not only be defined on data, but also on 

metadata, meaning that rules can be used to alert the 

practice manager when a metric (or even another rule) 

changes. 

• Drag-and-drop generation of rule conditions may lower 

initial training effort compared to explicitly spelling 

out the queries. 

The prototypical rule editor (see Figure 3) developed in our 

group [24] can be used to create Boolean rules, for example to 

check whether a value matches a regular expression. Users can 

write their own regular expressions, or choose from standard 

checks like string length or number format. The editor is able 

to recreate the standardized queries, and can be extended to 

allow (conditional) functional dependencies and other kinds of 

rules not yet implemented. 

 

Figure 3 - Rule creation 

The Display package is responsible for visualizing the state of 

the Monitoring System. This includes all existing rules and 

metrics as well as their results on the currently available data. It 

also enables exploratory analysis of the central database to get 

an overview over schema and extension. All subpackages of 

Interaction have their own user interfaces, which can be used 

on their own or be implemented as plugins for the controlling 

application in the MEDITALK package. 

Discussion 

To evaluate whether our architecture is capable of continuous 

data quality monitoring, we show that each step of TDQM is 

supported by one or more packages of our architecture, as 

stated in Figure 4. 

 

Figure 4 - Supporting TDQM 

Define 

“The definition component of TDQM cycle identifies 

important data quality dimensions (...) and the corresponding 

data quality requirements.” [7, p.5, “The TDQM Cycle”] 

Defining fitness of data is closely tied to an organization’s 

business goals. As such, some of the effort expended in this 

step is outside of the scope of the Monitoring System. The 
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Display package assists in this effort by delivering an overview 

over available data and the schema of the central database. The 

formal definition of data quality requirements however is 

supported by the Rule Editor in full. 

Example A practice manager (PM in the following) discovers 

that at some locations, ICD code and diagnosis text are both 

entered manually. The PM decides that mismatches between 

ICD code and diagnosis should be avoided, and formulates 

rules to check for these mismatches. One of these rules is R1: 
ICDCode = ’J00’ and Diagnosis != ’Acute nasopharyngitis’. A catalog 

of like constraints to check the quality requirement “ICD code 

and attached diagnosis may not mismatch” is defined. 

Measure 

“The measurement component produces data quality metrics.” 

[7, p.5, “The TDQM Cycle”] 

The measure step is performed by the Rules and Metrics 

Monitoring packages. Both calculate indicators for data 

quality and store them in the Monitoring Database. 

Example A new practice joins the center. Once its data 

becomes available in the central database, Rules Monitoring 

checks whether all applicable rules hold. Assuming the practice 

uses the diagnosis “common cold” instead of “Acute 

nasopharyngitis” in 5 cases with ICDCode = ’J00’, all of these 

fulfill R1. A result is placed in the Monitoring Database stating 

that 5 tuples (the ones coming from the new practice) fulfill R1 

and therefore are of low quality. 

Analyze 

“The analysis component identifies root causes for data quality 

problems and calculates the impacts of poor quality 

information.” [7, p.5, “The TDQM Cycle”] 

The Analyze step is supported by the interaction of the 

Monitoring Database and the Display package. The Display 

package shows all Monitoring results. It allows drilling down 

into their information, showing affected tuples and attributes, 

their provenance, and involved rules and metrics. 

Example The result R1 match ratio: 0.13% is shown in the 

Display package (see Figure 5). This means that out of all 

diagnosis entries on the central database, 0.13% violate the 

data quality requirement defined by R1. The PM checks the 

definition text of the rule as well as which tuples are involved 

and their provenance. In this way, the new practice is identified 

as the origin of the problem. 

 

Figure 5 - Analyzing a data quality rule 

Improve 

“(...) the improvement component provides techniques for 

improving data quality.” [7, p.5, “The TDQM Cycle”] 

Again, some of the actions performed during this step are 

outside of the scope of the Monitoring System (e.g. 

organizational changes or in-service training of staff). 

However, the Rule Editor can be used to establish 

improvement rules. An example of  such a rule is sending an 

email to a location that has not entered data by a certain 

deadline. Data cleaning rules such as automatic edits can also 

be formulated. 

Example Judging the low data quality to be a one-time 

problem, the PM instructs the new practice to revise the 

offending tuples. Should the problem occur again, an 

improvement rule can be created that on detection of a 

violating tuple either notifies the person responsible or 

automatically changes the values to conform. 

Conclusion 

We described an architecture supporting continuous data 

quality monitoring for medical centers. Lenz identified several 

important factors in making software sustainable [25]. Our 

architecture satisfies two of these by design. Separation of 

Concerns is granted by grouping functionality into fitting 

packages, separating rules, metrics, data access, and user 

interaction into their own packages. This minimizes the 

probability that change in one package requires redesign of 

others. Deferred Design is satisfied by the presence of the rule 

editor and rule monitoring: The set of rules is not hardcoded 

into the system, but can be built, corrected, and extended at 

runtime by domain experts as demand requires. This ensures 

evolvability of the rule system with changing requirements. 

Two additional factors, Loose Coupling and Service Oriented 

Architecture, are implementation specific. 

While our application example is an integration scenario, this is 

not imperative. Since the architecture only requires access to a 

single central database and not the sources, it can just as easily 

be applied to databases that are not involved with integration, 

for example hospital information systems. This design does not 

diminish the potential to make use of information that arises in 

the ETL process: Any data and metadata that is stored in the 

connected database is fair game for monitoring. 

By enabling continuous monitoring, system evolution and 

deferred design by domain experts, we also support 

frameworks like Health Data Stewardship (HDS) [15]. The 

connection to health outcomes that HDS demands is 

implemented by the system’s ability to monitor any kind of 

data. Since outcomes may also be stored in the central 

database, any information about those can be used by rules and 

metrics as well as in the display component. 

Several parts of the architecture are already implemented. We 

are currently developing methods for measuring population 

completeness. Access to the central database is handled 

directly through the accessing components and not through a 

common mapper as of now. Monitoring DB and Display are 

not yet complete, but are already capable of storing 

respectively presenting the results of rules. Rule Editor and 

Rule Monitoring are fully functional. Once complete, we will 

evaluate the effectiveness of our solution through user studies. 
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