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Abstract

The manner in which people preferentially interact with others
like themselves suggests that information about social
connections may be useful in the surveillance of opinions for
public health purposes. We examined if social connection
information from tweets about human papillomavirus (HPV)
vaccines could be used to train classifiers that identify anti-
vaccine opinions. From 42,533 tweets posted between October
2013 and March 2014, 2,098 were sampled at random and
two investigators independently identified anti-vaccine
opinions. Machine learning methods were used to train
classifiers using the first three months of data, including
content (8,261 text fragments) and social connections (10,758
relationships).  Connection-based  classifiers  performed
similarly to content-based classifiers on the first three months
of training data, and performed more consistently than
content-based classifiers on test data from the subsequent
three months. The most accurate classifier achieved an
accuracy of 88.6% on the test data set, and used only social
connection features. Information about how people are
connected, rather than what they write, may be useful for
improving public health surveillance methods on Twitter.
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Introduction

Social media surveillance applications that provide value to
public health include surveying demographics, estimating
population-wide sentiment about public health issues like
vaccines, forecasting influenza outbreaks, and producing
spatial indicators of language, behaviour, and mood [1-7]. One
of the specific problems associated with using Twitter for
online surveillance is the brevity and non-standard text
structures of Twitter posts (tweets), which limit the text
fragments that can be used to train classifiers, and may limit
performance [8, 9].

We hypothesized that connections between users on social
media may help to improve surveillance methods for the
following reasons: (a) homophily — where people tend to form
connections with others who share similar attributes or
opinions [10-12]; (b) contagion of opinions — where social
connections represent the conduits through which information
flows, influencing and shaping opinions [13-15]; and (c)
temporal dynamics — where user relationships may change
more slowly than the content in the topics being discussed.

To test the hypothesis that social connections could improve
the performance of opinion classification methods, we
considered a classification task in the surveillance of anti-
vaccine rhetoric about human papillomavirus (HPV) vaccines

on Twitter. The growth of anti-vaccine rhetoric in the media is
an international problem [16, 17]. HPV vaccines are a
relatively recent introduction to the armament of public health,
and uptake is highly variable by country, demographic, and
location [18]. Anti-vaccine rhetoric specifically directed at
HPV vaccines is present in media articles and websites [19-
21], and this appears to have the capacity to alter vaccine
acceptance and decision-making [22].

The aim of this study was to determine if information about
social connections could be used to improve the performance
of classifiers intended for ongoing use in public health
surveillance, using anti-vaccine rhetoric as an example.

Methods

Study Data

English-language tweets (42,533 tweets) containing keywords
related to HPV vaccines were collected between October 1,
2013 and March 31, 2014. We identified these tweets by
searching for combinations of keywords (HPV, vaccine,
Gardasil, Cervarix, vaccination, cervical, cancer) via repeated
calls to the Twitter application programming interface (API),
in accordance with the terms of service for Twitter developers.
For each of the users responsible for the tweets (21,166 users),
the sets of users they followed (sources), as well as the sets of
users that followed them (followers), were accessed through
separate API requests and recorded soon after the first time
they tweeted about HPV vaccines in the six-month period.

We split the six months of data into two distinct but
contiguous three-month periods and randomly sampled tweets
for use in the classifier training (1050 tweets from October
2013 to December 2013) and testing (1100 tweets from
January 2014 to March 2014). Two investigators (DA and
AD) independently rated each tweet as having presented an
anti-vaccine opinion or otherwise. Agreement between the
investigators was 95% in the training period (Cohen’s kappa
0.88; p<0.001), and 95% in the testing period (Cohen’s kappa
0.86; p<0.001). Disagreements were resolved by discussion.
Tweets were removed if they were deleted or the user had
become protected or suspended, or if the text was identical
after pre-processing. Final samples used included 884 and 907
tweets in the training and testing period, of which 247 (28%)
and 201 (22%) were labelled as anti-vaccine, respectively.

Data pre-processing

We pre-processed the text (content) to remove punctuation,
words that were unlikely to confer meaning (e.g. ‘and’), and
other non-word elements (e.g. URLSs). The remaining text was
used to produce sets of unigrams (one word) and bigrams (two
contiguous words), which were then available for use in the
classifier training. An example is given in Figure 1.
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Figure 1— The text is decomposed into n-gram features (left).
The follower network for the two users posting the tweets is
decomposed into source and follower features (right)

We then determined the source and follower relationships
among the set of 21,166 users who tweeted at least once about
HPV vaccines. Social connection features were constructed
directly from the follower relationships between users. An
example of the decomposition is given in Figure 1.

Statistical analysis of content and connection features

Using the sample from the training period, we identified
content and connection features that were significantly over-
represented in one of the two classes by applying Fisher’s
exact tests to each feature and then a Bonferroni correction.
To examine how low-frequency features might affect the
performance of classifiers in the training and testing periods,
we also relaxed the inclusion criteria to create alternative sets
of features to be used as inputs to the classifier training. The
first included all features for which the p-values were less than
0.05, and the second included the set of all features
represented in at least three tweets in the sample.

The frequencies of the features exhibiting significant
associations in period one were then compared to their
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frequencies in period two, to measure how the associations
may degrade over time. For each of the sets of significant
features, we calculated the proportion of features that retained
a significant over-representation in the same class.

Classification algorithms

To demonstrate how the temporal variation in the content and
connection information might affect the performance of
supervised machine learning classifiers, we demonstrated the
approach by constructing classifiers using support vector
machine (SVM) methods. SVM classifiers have been widely
applied in text-based classification [23, 24], and sentiment
analysis [25, 26], and are considered the standard and the most
appropriate classifier for unbalanced datasets and a large
number of features. We chose to apply radial basis function
kernels [27], and used consistent parameter values across all
the classifiers in order to avoid retrospectively influencing the
reporting of the performance.

Feature selection methods are heuristics that are used in the
training of machine learning classifier to improve performance
by ignoring features that are not useful, and including
combinations of features that are best able to discriminate
between classes. We applied a hybrid method of forward
selection and backward elimination [28, 29].

Classifier construction and testing in the training period was
undertaken using a ten-fold cross validation. Note that we
determined the potential features using the statistical analysis
covering the entire training period. In the testing period (the
subsequent three months), the classifiers were applied directly
to the full set of tweets from the period as a holdout set, in
order to examine the temporal degradation. To compare the
classifier performance from training to testing periods, we
calculated the standard performance measures: precision,
recall, accuracy, and F;-score. The research project was
approved by the Human Ethics Advisory Panels of The
University of New South Wales and Macquarie University.

Results

Temporal degradation in content and connection features

From the set of 42,533 unique English-language tweets
spanning six months, a random sample of 2150 were extracted
and then manually labelled as anti-vaccine or otherwise. After
pre-processing, 884 tweets remained in the sample in the first
six months (training period), and these came from 877 unique
users. Applying Fisher’s exact tests and Bonferroni
corrections, we identified text fragments and social
connections that were found to be significantly more frequent
in one class relative to the other (Table 1).

Table 1- The frequency of content and connection features compared across the two periods

Number Number of Number of Features that Features that Features that
of unique  anti-vaccine significant were no longer switched were still
Characteristic Set tweets tweets (%) features significant (%) direction (%) significant (%)
Bigrams (content)
Bonferroni-corrected 884 247 (28%) 25 24 (96%) 0 1 (4%)
p-value <0.05 884 247 (28%) 232 228 (98%) 2 (0.86%) 2 (0.86%)
Followers (connections)
Bonferroni-corrected 877 220 (25%) 73 0 0 73 (100%)
p-value <0.05 877 220 (25%) 542 220 (41%) 0 322 (59%)
Sources (connections)
Bonferroni-corrected 877 220 (25%) 82 2 (2.5%) 0 80 (98%)
p-value <0.05 877 220 (25%) 494 183 (37%) 0 311 (63%)
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When the same features were then compared across classes in
the tweets from the testing period, the comparison showed that
only 1 of 24 (4%) of the content features were also significant
in the subsequent three months (Figure 2). In comparison, 80
of 82 (98%) of the connection-based source features were also
significant in the subsequent three months, as well as 73 of the
73 (100%) of the connection-based follower features (Table
1). The results show that very few text-based features retained
their significant differences in the testing period, while social
connections nearly always retained their significant
differences in the testing period.

It might be expected that the reason why connection features
are stable from one period to the next is because the same
users are responsible for anti-vaccine tweets in both periods.
However, among the users in the tweets sampled from the
training period (877 users), and the testing period (797 users),
only 4.1% of the users (66 of 1,608) appear in both samples.
Extending this analysis to consider all original tweets in the
two periods and not just the sampled sets, only 11.3% of users
(2,382 of 21,166) posted tweets about HPV vaccines in both
periods. The small overlap suggests that the connection
features were stable across the two periods not as a
consequence of tweets being posted by the same users, but
because users posting about HPV vaccines for the first time in
the six month period often followed the same accounts as
other users who expressed similar opinions.

Classifier training and testing in period one

The classifiers trained using only connection features
produced similar levels of accuracy (often with higher
precision and lower recall) to the classifiers that were trained
using only content features (Table 2). The best-performing
classifier that only used connection features achieved an
accuracy of 89.4% (95% CI 87.4-91.4), which was roughly
equivalent to the best-performing classifier trained using only
content features (89.8% accuracy; 95% CI 87.9-91.8). The
overall best-performing classifier in the training period was
constructed from both content and connection features (94.4%
accuracy; 95% CI 93.1-96.3), and used 23 social connections
and 28 text-based features.
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Figure 2— The proportional appearance of text fragments from
the Bonferroni-corrected set of content features from the first
three months (left), and the subsequent three months (right).
Features with non-significant differences in the testing period
are illustrated in grey

The performances of the classifiers that were constructed from
connection-based source features were slightly better than
classifiers from connection-based follower features. The
accuracies of classifiers that selected from sources (86.2% to
88.0%) were slightly higher than their direct counterparts that
were selected from followers (84.0% to 87.1%). The complete
results are given in Table 2.

Table 2— The performances of classifiers trained to classify anti-vaccine tweets within the training period (the first three months)

Input Feature Set Features selected  Precision Recall F1-score Accuracy (95% CI)
Content: bigrams

Bonferroni correction 11 0.74 0.56 0.63 82.0 (79.5-84.5)
p-value < 0.05 26 0.77 0.70 0.73 85.8 (83.5-88.1)
threshold = 3 37 0.88 0.74 0.82 89.8 (87.9-91.8)
Connections: followers

Bonferroni correction 13 0.87 0.44 0.57 84.0 (81.6-86.4)
p-value < 0.05 21 0.89 0.48 0.62 85.5(83.2-87.8)
threshold = 3 36 0.91 0.55 0.68 87.1 (84.9-89.3)
Connections: sources

Bonferroni correction 18 0.88 0.55 0.67 86.7 (84.2-89.3)
p-value < 0.05 13 0.88 0.53 0.65 86.2 (83.9-88.5)
threshold = 3 28 0.88 0.60 0.71 88.0 (86.0-90.0)
Connections: followers, sources

Bonferroni correction 23 0.86 0.57 0.68 87.0 (84.8-89.2)
p-value < 0.05 33 0.88 0.65 0.74 89.0 (86.9-91.1)
threshold = 3 39 0.88 0.67 0.76 89.4 (87.4-91.4)
Combined: bigrams, sources

Bonferroni correction 17 0.86 0.63 0.72 87.8 (85.5-90.1)
p-value < 0.05 38 0.90 0.82 0.86 93.1(91.3-94.9)
threshold = 3 42 0.91 0.84 0.87 93.8 (92.1-95.5)
Combined: bigrams, followers, sources

Bonferroni correction 24 0.91 0.64 0.74 88.9 (86.7-91.1)
p-value < 0.05 51 0.94 0.84 0.88 94.4 (92.8-96.0)
threshold = 3 47 0.94 0.85 0.89 94.7 (93.1-96.3)
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Classifier testing in period two

The performance of the classifiers was not sustained in the
testing period, and the performance degradation observed
from the training period to the testing period varied
substantially across the classifiers (Table 3). The classifiers
that included content features and had the highest accuracies
in the training period exhibited the greatest degradation in
performance when tested on tweets from the testing period.

Classifiers that used social connection information tended to
perform similarly in the training and testing periods, with
smaller changes in accuracy compared to the content-based
classifiers (Table 3). These results are consistent with the
statistical analysis of the features, which showed that the
social connections were more consistently distributed across
the two classes in the training and testing periods, compared to
the text fragments.

Table 3 — The change in performance when applying the
classifiers to the testing period (the subsequent three months)

Accuracy Accuracy

Classifier 95% CI) change (%)
Bigrams (content)

Bonferroni correction 85.2 (82.9-87.5) 3.2

p-value < 0.05 82.6 (80.1-85.1) -3.2

threshold = 3 53.6 (50.4-56.9) -36.2
Followers (connections)

Bonferroni correction 86.0 (83.6-88.4) 2.0

p-value < 0.05 85.5(83.1-87.9) 0.0

threshold = 3 84.1 (81.6-86.6) -3.0
Sources (connections)

Bonferroni correction 88.6 (86.4-90.8) 1.9

p-value < 0.05 81.6 (78.9-84.3) -4.6

threshold = 3 87.3 (85.0-89.6) -0.7
Bigrams, sources (both)

Bonferroni correction 88.6 (86.4-90.8) 0.8

p-value < 0.05 82.2(79.5-84.9) -10.9

threshold =3 87.1(84.8-89.4) -6.7

The two best performing classifiers were capable of
distinguishing anti-vaccine tweets from all other tweets with
88.6% accuracy in the testing period. One was trained using
only social connections and the other was trained using social
connections and text fragments.

Discussion

We demonstrated that social connection information can be
used to improve classifiers capable of identifying anti-vaccine
opinions for HPV vaccines on Twitter, addressing the
temporal degradation associated with using content features
alone. While we have examined this phenomenon for only one
topic, the results suggest that this approach may help to reduce
the frequency at which social media surveillance systems
would need to be updated through manual intervention.

Previous attempts at using social network information as
features in supervised machine learning for Twitter
classification have demonstrated reasonable performance — the
best reported accuracies on various datasets were 68% and
73% using information from replies and retweets [30, 31], and
between 58% and 77% using follower connections [32-34].
We believe our study is the first to demonstrate the difference
in temporal degradation across classifiers constructed from
content and social connection features.

The results suggest that information about who users follow,
rather than who follows them, may be more useful for
predicting the direction of their expressed opinions. A

plausible explanation for this comes from the friendship
paradox [35]. For any given user posting a tweet about HPV
vaccines, the users they follow are likely to have more
followers on average. More popular and influential users are
expected to be better connected to the communities that tweet
about HPV vaccines and as a consequence, may produce more
useful features. The results may also suggest that there is a
core of users that may be influential in vaccine information
communities and that their followers tend to express similar
opinions as a consequence of homophily or contagion [12,
14].

Limitations

There were several important limitations to the experiments
reported here. Firstly, rate-limited access to Twitter precluded
the instantaneous collection of user information each time we
captured a relevant tweet, so calls to the API were staggered
throughout the period and the information was collected only
once for each user. However, given the stability of the social
connections and the relatively small proportion of users that
tweeted in both periods, this limitation is unlikely to have
affected the conclusions. In addition, we did not apply any
query expansion methods or evaluate the overall quality of the
search terms we used.

Secondly, alternative feature space constructions and selection
methods could have been chosen to produce classifiers, and
these may have yielded different results. Specifically, there
may be combinations of time-invariant text fragments that
could out-perform our most accurate classifier (88.6%
accuracy).

Finally — and importantly — we prospectively chose to
demonstrate the results of the statistical analysis by
implementing one type of classifier (SVMs using a radial
basis function kernel) and fixed the parameter values to
balance precision and recall in an unbalanced sample. If we
had chosen other parameter values, different kernels, or other
less appropriate machine learning algorithms, the results may
have been different. However, since we tested the significant
associations for all content and connection features
independently of the classifier training and testing, our
conclusions are largely independent of, but confirmed by, the
construction of the classifiers.

Conclusion

For the task of classifying tweets about HPV vaccines as anti-
vaccine or otherwise, information about the social connections
between users provided a useful addition to the content of
what people write. In particular, we showed that it is possible
to use information about the users that people follow online to
help predict their opinions. Our findings also suggest some
potential avenues for the development of opinion forecasting —
prospectively predicting the opinions of individuals and
populations based on their social connections, rather than
reactively classifying their opinions based on what they write.
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