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Abstract. A substantial variety of rework cycle system dynamics (SD) models that 
are capable of simulating the influence of rework on project parameters exists in 
the literature. Although all of them use the rework cycle concept, these models 
vary in their structure and quantification as they are adapted to capture specific 
process features. The difficulty of grasping the variety of diverse rework cycles 
and the variability in modeling goals are obstacles for modelers in finding the right 
model. The aim of this article is to provide a guideline that will help developers 
create adapted rework cycles for engineering design processes. Through literature 
research of different rework cycle SD models, specific elements are classified in a 
guideline. With the knowledge of a variety of rework cycles SD models and their 
capabilities, recommendations for developers can be made on how to build a 
model that captures the necessary requirements for their research focus. 
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Introduction 

Engineering design processes (EDP) are characterized by their dynamic and creative 
behavior and their unpredictable results. For the planners and managers within 
companies, it is interesting to learn more about the dynamic process behavior in order 
to distribute resources appropriately as well as for cost and schedule calculation [1]. 

The use of SD provides a way to simulate processes and thus enables the modelers 
to foresee the process behavior. In order to best reproduce the process behavior, 
modelers include certain features in their models to reflect special process 
characteristics. This strategy allows for the pursuit of various research objectives and 
will be referred to below as adapted modeling.  
Table 1. Purposes of rework cycles allocated to the references. 

Table 1 gives an overview of the 
possible purposes of rework cycles 
that can be found in the SD literature. 
Developers may include structures to 
capture impacts of project staffing, 
phase concurrency, testing processes 
and more. There are rework cycles 
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Purpose of rework cycle References 
Phase concurrency [2-13] 
Human factors [4; 12-18] 
Staffing [4; 12; 14; 16-21] 
Outsourcing [17] 
Testing [8; 22] 
Tipping point [21; 23] 
Cost and schedule foresight [24; 25] 
Process improvement [26; 27] 
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which pursue more than one of the listed purposes in Table 1 and thus contain several 
structures to create a simulation of these features. Depending on the selection of 
purposes, the rework cycle needs to be adapted to enable the simulation of these 
features. Adaptations of SD models vary in their size, structure and quantification 
based on their application. 

Due to the variety of rework cycles and variability in modeling goals, modelers 
have difficulties finding the right model for their process. A guideline that is 
specifically directed to this modeling problem cannot be found within the literature 
research of this study. Therefore, we propose a guideline that supports modelers in 
choosing and adapting existing rework cycle concepts for their particular needs. 

1. Literature-based guideline for adapting rework cycles 

The developed guideline presents different structures that modelers use to technically 
implement certain behaviors of rework cycles. These structures are referred to in this 
paper as adaptations. The adaptations are added to a basic rework cycle model in order 
to generate a model that simulates the considered EDP more accurately. The 
adaptations are summarized in the adaptation scheme shown in Figure 1. 
 

 
Figure 1. Rework cycle adaptation scheme. Based on the minimal rework cycle there are two ways to adapt 

the rework cycle – SFC adaptations and causal link adaptations. 

The adaptation scheme is built on a basic rework cycle model. In Figure 1, this 
model is located in the middle. It is characterized by its simple structure that contains 
the minimum number of independent stocks to model processes with rework [22]. 
Moreover, the model is considered to be simple because of its constant rates. 
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The simple model in Figure 1 is often expanded to achieve certain characteristics. 
The expanding of the model is technically implemented either by means of additional 
stocks and flows (A) or influencing causal links (B). 

Rework cycles can be expanded by adapting the SFC (stock and flow construct) by 
means of adding stocks and flows (Figure 1, left). The adaptation scheme divides the 
SFC implementations into three categories: 

A1) Consideration of intermediate states 
A2) Consideration of important additional co-processes 
A3) Consideration of influence of process concurrency in multi-phase projects 
Another means for adapting rework cycle SD models is causal link expansions 

(Figure 1, right). Certain process behaviors can be represented by adding variables and 
the dependencies between the variables. In most cases, additional variables are used to 
influence the rates of rework cycles. Using the initial model in the middle of Figure 1, 
there are three rates that are affected by the values of other factors: 

B1) Variable work accomplishment rate 
B2) Variable rework generation rate 
B3) Variable rework discovery rate 
Alongside these six ways of adapting system dynamic models, there are also other 

ways to model certain features which do not fit into one of the presented categories (e.g. 
in [20; 26]). However, these adaptations only appear in sporadic cases and thus are not 
included in the scheme. The SFC and causal link adaptations – which were assessed as 
appearing frequently within the research of this study – are explained in the following. 

1.1. Consideration of intermediate states A1) 

In many rework cycles, more states – described by stocks – are considered than the 
three basic ones illustrated in Figure 1. Along with additional stocks, new flows are 
also included, which can be useful in modeling different rates of process steps.  

An often used intermediate stock is “Work in Progress”. Figure 1 shows in the top 
left corner (A1) a rework cycle which includes this stock. As a consequence, the 
rework rate is different from the original completion rate. In some processes this is a 
benefit, since the assumption of a constant rate for both original and rework would be 
an improper simplification. 

Table 2 lists the references which include intermediate states, similar to the one 
under A1) in Figure 1. Naming is different in most of the cases. Therefore Table 2 
includes a column that lists the names of the additional stocks. 
Table 2. Intermediate states considered in rework cycles. 

The modeler of an SD model is 
admonished to rethink the structure of 
the observed EDP and which states need 
to be captured in the rework cycle. Each 
crucial state has to be modeled by one 
stock and distinct process steps by 
distinct flow rates. The inclusion of the 
corresponding amount of stocks and 
flows allows for a more precise 

modeling of the process. This is especially useful for cases in which the rates of the 
process steps are significantly different and the use of an average rate for the entire 

Intermediate states References 
Tasks Completed not Checked, 
Tasks Approved 

[2] 

Tasks Pending Test [22] 
Work in Progress [5] 
Tasks to Be Reworked [7; 8] 
Tasks in Testing [20] 
Work in Quality Assurance [28] 
Quality Assurance Backlog [21] 
Known Rework [12; 24; 29; 30] 
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workflow would be insufficient. Examples for such different rates are resource 
requiring and non-resource requiring flows [5].  

Another advantage of distinct stocks becomes apparent with regard to evaluation 
purposes. Distinct stocks allow for a separate monitoring of the progress for different 
process parts. Thus the causes for delays of the project end date can be better located. 

These reasons advocate the use of intermediate states in SD models.  

1.2. Consideration of important additional co-processes A2) 

Some researchers use co-flow structures to consider the dynamics of auxiliary side 
processes like hiring, training or testing. The inclusion of these co-flow structures 
allows for a more precise modeling of the observed EDP because the interactions of the 
side processes and the rework cycles are captured in such models.  

As shown in Figure 2, the side processes are modeled with co-flows that influence 
the rework cycle. In Figure 2, these side processes are staffing and testing. The 
available staff at a certain point can be calculated as the accumulated difference of the 
“Hiring” and “Turnover” rate.  

In this example the staff level influences the “Work Accomplishment” rate, such 
that when more employees are available to do work, the rate increases. This influence 
is graphically represented with an information flow from the stock to the valve. 

In the other co-flow of Figure 2 tests are processed from the “Test to Do” stock 
over a “Testing Rate” to the “Test Done” stock. The number of tests that are done 
impact the “Rework Discovery” rate. 

 
 

Figure 2. SD models of a rework cycle and co-flows for staffing and testing. 

The modeling of the co-processes needs to be included in the SD model if both the 
main process is affected and the co-processes show a dynamic behavior during the 
execution of the main process. When comparing the behaviors of SD models with and 
without the consideration of these side processes, one would observe that the simulated 
project durations are drifting the further apart the more influence these side processes 
have on the rates of the main SFC.  

For example in projects in which only few new employees are hired to contribute 
to the work accomplishment, the decrease of the simulated project duration compared 
to the basic model’s duration is lower than the duration decrease of projects with many 
additional employees. Hence, the benefit of modeling the co-flow correlates with the 
impact of the hiring side process. 

Some developers also integrate co-flows in order to gain additional information 
during the simulation. In those cases the co-flow does not necessarily affect the rework 
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cycle, such as the change co-flow in [10]. This co-flow is included to calculate the 
resulting costs, but that does not impact the rework cycle. 
Table 3. Co-processes considered in rework cycles as parallel co-flows. 

Table 3 lists various co-processes that 
are included in existing SD models 
allocated to their authors. This list serves 
as a guide for future modelers as to which 
side processes may be included in the 
model. Depending on the side processes of 
the observed EDP and its influence on the 
rework cycle the modeler needs to include 
co-flows in the SD model. 

1.3. Consideration of influence of process concurrency in multi-phase projects A3) 

Another important SFC adaptation of the basic rework cycle is consideration of the 
effects of process concurrency. This feature often appears in models of multi-phase 
projects. The impact of iteration due to releasing flawed work to subsequent phases is 
considered in these models. This relationship can also be called coordination. 

In the models of [2; 16] coordination is represented by including a “Coordination” 
stock in the rework cycle. Other than the additional stocks for intermediate states, 
introduced above, the “coordination” stock is not part of the process chain but 
generates an additional iteration loop. The additional coordination stock enables flawed 
tasks from other phases to be accumulated in this stock until they can be coordinated. 
In the real process, this could happen, for example, in meetings with the responsible 
employees of the involved phases [2]. 

 
The authors [4; 6; 8; 9] dispense with 

the coordination stock and solely use a 
corruption flow to model the influence of 
process concurrency. Figure 3 shows the 
rework cycle of [4] which iterates flawed 
work from the “Accomplished Work” 
stock to the “Remaining Work” stock via a 
corruption flow. The rate of the flow is 
calculated with the variables “Cor FW task” 
and “Cor BW task” which quantify the 
rework from other process steps that is 
either flowing to the particular subsequent 
(forward corruption) or previous 
(backward corruption) process step. 

Figure 3. Rework cycle with corruption flow 
(adapted based on [4]). 

The inclusion of a coordination or corrupt flow is necessary when modeling multi-
phase processes in which the phases are worked on concurrently. In case of such phase 
overlap the next phase starts before the previous phase has been completed. Therefore 
flawed tasks of the previous phase may not have been discovered yet and, though, are 

Co-processes References 
Testing [8; 22] 
Error rectification [7] 
Phase task change [16] 
Hiring [12-15; 17; 18] 
Training [13; 15; 17; 18] 
Change generation [6; 10] 
Change discovery [6] 
Completed work [17] 
Expended effort [17] 
Error generation [13] 
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released to the next phase. When eventually the flaw is discovered, the work unit needs 
to be sent back to the phase in which the flaw has been generated. 

For this reason the basic rework cycle with its one rework discovery flow is not 
sufficient because it only accounts for phase internal flaws. It necessitates a second 
iteration loop to consider the rework of tasks that have been discovered in a different 
phase. 
Table 4. SFC implementation of coordination in multi-phase projects. 

An overview of existing SFC 
adaptations for modeling the influence of 
phase concurrency is provided in Table 4. 

1.4. Variable work accomplishment rate B1) 

The work accomplishment during EDPs can be influenced by various factors. In SD 
models, these influences are modeled by causal links which affect the work 
accomplishment rate. For this reason, the adaptation scheme allocates the modeling of 
variable work accomplishment to the causal link adaptations. The influencing variables 
are listed and categorized in Table 5.  

The company characteristic quality is a constant factor that defines the percentage 
of flawless work and thus the portion of work that moves from the “Work to Do” stock 
to the “Work Accomplished” stock. 

The management lever time to completion is a factor that arises from the project 
schedule. The allocated resources directly influence the work accomplishment, 
whereas pressure, overtime and organizational changes define productivity and 
therefore indirectly affect the accomplishment of work. 

Similarly, the human factors influence the productivity. Different skill levels and 
morale are characteristics of individuals that impact work completion. Furthermore, the 
performance of a team varies with the time due to the development of synergies and 
with group size.  
Table 5. Influences on work accomplishment and associated references. 

Category Factor References 
Company characteristic Quality [2; 4; 8; 12; 17; 29; 30] 
Management levers Pressure 

Resources 
Overtime 
Organizational changes 
Time to completion 

[5; 12; 30] 
[4; 5; 7; 19; 21; 22; 28-30] 
[5; 12; 30] 
[12] 
[17; 30] 

Human factors Skill level 
Morale 
Synergy 
Group size 

[15; 17; 30] 
[12; 30] 
[12] 
[4; 12] 

Process factors Available work 
Completed work in previous phase 
Undiscovered rework in previous phase 

[2; 4; 5; 7; 8; 10; 13; 28; 30] 
[8] 
[10] 

Within the category process factors, start conditions and iteration effects are 
differentiated. Start conditions represent the prerequisites for a phase or task to start. 
For example, work completion cannot start unless there is work available. Other factors, 
such as the amount of undiscovered rework in a previous phase continuously affect the 
work accomplishment throughout the whole process. 

SFC adaptations References 
Coordination stock & flow [2; 16] 
Corruption flow [4; 6; 8; 9] 
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The necessity of each factor listed in Table 5 in an SD model is different. The 
factor quality has to be included in each model because it defines the share of flawed 
work units which create the rework cycle in the first place.  

Other factors listed in Table 5 are optional and the benefit of their consideration in 
causal links of SD models depends on their influence on the rates. This influence can 
be significant. As stated earlier, pressure, overtime and organizational changes as well 
as the human factors influence productivity. This resulting productivity is found to be 
able to vary by a factor of two [12]. This productivity factor multiplied with the work 
accomplishment rate can change the process duration significantly. In these cases the 
adapted work accomplishment rate is better suited than a constant rate like in the basic 
model. 

Values for the quantification of the listed factors can be found in the referenced 
literature in Table 5. 

1.5. Variable rework generation rate B2) 

Rework generation within an EDP in most cases cannot be described with a 
constant rate. Therefore many SD model developers include additional variables to 
demonstrate the varying behavior of rework generation. Table 6 brings together various 
factors on the generation of rework.  

Table 6 shows that rework generation is dependent on the work completion. The 
reason for this relationship is that the rework generation rate is often calculated as the 
product of the work completion or accomplishment rate and 100% minus the quality. 
Another company characteristic is target design maturity. This variable is used in [5] in 
order to compare it with the project factor believed design maturity in order to trigger 
iteration in the rework cycle as well as the start of a subsequent phase. 
Table 6. Influences on rework generation and associated references. 

Category Factor References 
Company characteristic Quality 

Work completion 
Target design maturity 

[2; 4; 5; 7; 8; 10; 12; 17; 22; 29; 30] 
[4; 7; 8; 10; 12; 17; 22; 29; 30] 
[5] 

Project factor Believed design maturity [5] 
Management lever Time to completion [17] 
Iteration effect Undiscovered rework in previous 

phase 
[10] 

Other Obsolescence [12] 
The value of the variable time to completion terminates the process in the example 

of [17], and thus the rework generation corresponding to the work accomplishment 
ends. The model of [10] captures the fact that the amount of undiscovered rework in 
the previous phase increases the error generation in the next phase. 

Another factor that can initiate rework is obsolescence, which means that already 
accomplished work becomes obsolete and thus worthless [12]. 

As explained in section 0 the benefit of adding these factors to the causal links 
influencing the rework generation rate is case-dependent. One example that proves the 
importance of an adapted rework generation rate through causal links can be found in 
the study of [10]. Through optimization they found that undiscovered rework in the 
previous phase can increase the rework generation in the following phase by up to 50%. 
With such a high dependency, a neglect of the factor like in the basic model would 
cause ineligible shortened project durations in simulations compared to the adapted 
model. 
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1.6. Variable rework discorvery rate B3) 

The discovery of errors in tasks that have been worked on is usually modeled as being 
variable. Many authors include dependencies on other variables in their model to 
achieve a better approximation of the process they want to observe. Factors that can be 
found in the literature are listed in Table 7 and allocated to different categories. 
Table 7. Influences on rework discovery and associated references. 

Category Factor References 
Company characteristics Probability of discovering errors 

Undiscovered rework 
Quality 
Quality assurance / testing 

[2; 8; 22] 
[4; 8; 10] 
[2; 8; 22] 
[2; 8; 9; 21; 22] 

Project factors Problem complexity 
Perceived progress 

[5] 
[12; 17] 

Management levers Pressure 
Resources 

[21] 
[28] 

Iteration effects Dependence on previous phase 
Rework completion 
Quality assurance / testing 
Progress 

[2; 4; 7; 8] 
[8] 
[2; 8] 
[10] 

Other Time [4; 5; 10] 
Company characteristics are, for example, the probability of discovering errors 

and the amount of undiscovered rework. The higher these variables are, the more 
rework is discovered within a certain time unit. The higher the probability of 
discovering errors is, the longer the project duration but also the better the quality of 
the completed work. The company might also conduct test or quality assurance 
processes which also influence error finding. 

The management lever pressure is modeled so as to increase the fraction of rework 
and thus the discovery rate in the rework cycle of [21]. 

The iteration effects can originate from elements in previous phases or of 
subsequent phases. A multiplicative relation between the rework rate of the previous 
phase and the corruption rate which is combined with the rework discovery rate is 
described in [4; 8]. Impacts from subsequent phases can be defined, for example, by the 
quality assurance of subsequent phases [8] or the work progress in these phases [10]. 
In the example of [10] the progress of the subsequent phase reduces the time constant 
for rework discovery in the previous phase with up to 50%. For such remarkable 
dependencies the simulated project duration is shorter for adapted rework cycles than 
for the basic model that does not account for the time constant reduction for rework 
discovery. 

2. Reflection and discussion 

The development of a guideline for the adaptation of rework cycles in SD provides 
future SD modelers with the necessary information and consolidates existing literature. 
The guideline details the major components of SD models and compares various 
rework cycles. Suggestions are made on when the adaptation of the rework cycle is 
more useful than the basic model. 

One point that needs to be addressed is the initial evaluation of the guideline. A 
validation will require modelers to apply the guideline, preferably on a practical 
process. Moreover, the process which should be simulated by rework cycles would 
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have to be complex enough so that each feature presented in the guideline would be 
applied. 

Therefore, one proposal for subsequent research is the success evaluation of the 
guideline. This requires practical EDPs as modeling subjects as well as resources such 
as SD modelers who apply the guideline during the modeling and give feedback. 

3. Conclusion 

The aim of this study is to create a guideline for the modeling of rework cycles in SD, 
adapted to simulate certain features of specific EDPs. The need for this guideline was 
derived from the desired support for SD modelers. Another driver for this research 
effort was the lack of a comparable guideline in the reviewed literature. 

During the literature research, 25 rework cycles of various authors were observed 
regarding their purpose and structure. The rework cycles were analyzed in regards to 
how they simulate certain characteristics of the EDP and to how they differ from the 
simplest version of a rework cycle. Adaptations are applied to adjust the model to 
simulate the considered EDP appropriately. 

Two kinds of adaptations were identified: SFC adaptations and causal link 
adaptations. SFC adaptations consist of the SD elements stock and flow and are mainly 
included in order to model intermediate states, parallel co-processes and iteration loops 
to realize coordination within the rework cycle. 

Causal link adaptations on the other hand, consist of information flows and 
variables and capture the impact of stocks or variables on rates. The three basic rates 
work accomplishment, rework generation and rework discovery were observed 
concerning their influences. For each rate, influencing factors modeled in existing 
rework cycles were gathered and listed in the corresponding tables. 

In a next step, the guideline was discussed, and further research needed for the 
evaluation was identified.  
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