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Abstract. This paper aims to contribute to an in-depth understanding of computer 
based word alignment processes in machine translation (MT). The performance of 
word alignment, based on IBM models and incorporated in GIZA++, has been 
widely discussed in machine translation literature. The debate has lead towards a 
general consensus that GIZA++ does not provide sufficiently good results for 
word alignments. In this paper, we analyse the performance of GIZA++ and Fast 
Align for the Latvian-English pair against the manually aligned Gold Standard. 
Experiments showed that Fast Align proved to be approximately 2-3% more 
accurate and three times faster than GIZA++ in the alignment task. Where it 
concerns pre-processing, the removal of articles has a small, but positive, influence 
on alignment quality and machine translation output. We also present a Word 
Alignment Visualisation tool for analysis and editing of word alignments. 
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Introduction 

The performance of word alignment based on IBM models 1 to 5 [1] and the Hidden 
Markov Model [2], [1], and incorporated in GIZA++ [3], has been widely discussed in 
MT literature (e.g., [4], [5]). The debate has lead towards a general consensus that 
GIZA++ does not provide sufficiently good results for word alignments to be used in 
further steps of MT. Still, GIZA++ is widely used in various SMT systems. Also, 
improvements in the quality of word alignment do not necessarily lead to improved 
translation quality [6], leaving open the question of whether better word alignment 
would lead to better MT results. 

This paper aims to trace the mistakes and gaps in computer based word alignment, 
contributing to the existing research on alignment mistakes [7], [8], as well as to the 
question of whether better word alignments would generate better MT output [6], [9]. 

While GIZA++ has historically been part of SMT experiments, Fast Align [10] is 
much faster. Therefore, the authors consider both alignment tools (GIZA++ and Fast 
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Align) and trace the similarities and differences in terms of mistakes and gaps 
generated during word alignment.  

In this paper, we analyse the performance of GIZA++ and Fast Align for the 
Latvian-English language pair against the manually aligned Gold Standard. The 
experiments are performed in the LetsMT platform [11].   

1. Gold Standard 

For evaluation of our experiments, a manually annotated Gold Standard (GS) was 
created. It contains 512 Latvian and English sentences from various domains, as 
described in [12].  

Before annotation, the annotation guidelines (herein - GS guidelines) were created 
based on Blinker guidelines [7] and Czech-English language pair annotation guidelines 
[8]. Special attention was paid to issues related to alignment of articles, prepositions, 
punctuation marks, double negation, etc.  

These guidelines include the following main instructions:  
1. The main rule of the GS guidelines was to “Link as many words as necessary, 

but as few as possible”, allowing the many-to-many (or M-to-N) word 
alignment option in cases when the phrases cannot be further divided without 
losing their meaning.  

2. Non-alignment rules in cases when: a) the translation is simply incorrect, b) it 
is impossible to directly relate the word in the source language to the 
translation, c) words are missing (not necessary for keeping the translation 
correct), or d) punctuation does not match. 

3. For special cases (a, the, a, of, in, by, etc.), a specific rule for how to align 
these word classes to the head word was developed; several situations are 
illustrated in Figure 1. 

 
Figure 1. Gold Standard alignment samples for articles and prepositions  

 
4. So that complex grammar construction cases would not lose their meaning, 

one-to-many or many-to-one word alignments are acceptable. Examples are 
shown in Figure 2. 

 
Figure 2. Alignment examples for complex syntactic constructions 
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5. In cases of double negation, all words which are related to negation should be 
aligned in order to avoid a situation where a negative verb in one language is 
aligned with a positive one in another language. 

Word alignment was performed by two annotators with the UMIACS Word 
Alignment Interface [13]. Each sentence was first aligned and then cross-checked by 
another annotator. Consensus on the final alignment was reached via discussion.  

Most of the disagreement between the annotators was in cases of many-to-many 
word alignments versus leaving the words unaligned. Some annotators considered that 
according to the annotation guidelines, each word of a source language phrase that 
cannot be divided further should be aligned with each word in the target language 
phrase. However, in this same situation, other annotators applied the non-alignment 
rule from the guidelines, which states that if there is no direct translation, then the 
words should be left unaligned. In most cases, it was decided to make M-to-N word 
alignments, which leads towards a discussion opened up by Fraser and Marcu [14]. 

2. Application of Alignment Methods 

In order to choose the most suitable alignment method for GIZA++, several 
experiments were carried out. The Gold Standard and the first one million sentences 
from the DGT-TM 2013 corpus [15] were used for this purpose. As shown in Table 1, 
the best result in terms of BLEU score [16] was achieved with the default method - 
grow-diag-final-and2. The heuristic “grow-diag”, which is the intersection, was a close 
second. Other alignment options proved to be less efficient. 

 
Table 1. Comparison of different Giza++ alignment methods 

Alignment method BLEU 
grow diag final and 0.3893 
grow diag 0.3885 
tgttosrc 0.3322 
grow_diag_final 0.3155 
union 0.3155 

 
Upon taking a closer look at the GIZA++ output, one can see that the GIZA++ default 
alignment method allows many-to-one word alignment in both directions (Figure 3), 
while intersection (Figure 4) excludes such an option. 

                                                           
2 The default heuristic grow-diag-final starts with the intersection of the two alignments and then adds 

additional alignment points. 
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Figure 3. GIZA++ Default Heuristic (grow-diag-final-and). 

 
Figure 4. GIZA++ Intersection Heuristic (grow-diag). 

When analysing the results obtained for two different GIZA++ alignment methods 
and comparing them with the manually aligned Gold Standard, several ‘typical’ 
GIZA++ mistakes were noticed. A summary of these is provided in Table 2. 
Table 2. Comparison of GIZA++ alignment methods 

Intersection (grow-diag) Default alignment (grow-diag-final-and) 
In situations when GS contains many-to-one, one-
to-many, or many-to-many alignment structures, 
intersection provides only one-to-one alignments. 
 

In situations when GS contains many-to-one, one-
to-many, or many-to-many alignment structures, 
default heuristics provide a maximum of one-to-
many or many-to-one alignments. 

No articles and prepositions are aligned. Articles and prepositions are aligned, but the 
alignment structure does not follow any logistics 
and is sporadic. 

Long distance reordering causes difficulties for the 
intersection heuristic; word alignment structures 
that are more linear are performed better 
(alignment near the matrix's diagonal works better 
than in cases when it deviates away from diagonal 
word alignment). 

Long distance reordering causes difficulties for the 
default heuristic; word alignment structures that 
are more linear are performed better (alignment 
near the matrix's diagonal works better than in 
cases when it deviates away from diagonal word 
alignment). 

 
When a sentence in active voice is translated as a 
sentence in passive voice, or vice versa, there are 
difficulties for GIZA++ to pursue alignments. 

 
When a sentence in active voice is translated as a 
sentence in passive voice, or vice versa, there are 
difficulties for GIZA++ to pursue alignments. 
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3. Analysis of Mistakes and Gaps 

3.1. Experiment Overview 

The experiments on word alignment using GIZA++ and Fast Align were conducted on 
a parallel corpora containing one, two, three, and four million sentences from the DGT-
TM 2013 corpus together with the sentences from GS. The maximum size of corpora 
(four million) was determined by the memory restrictions of Fast Align.  

The F-measure was calculated on GS for each corpus (Table 3). We found that 
Fast Align proved to be approximately 2-3% more accurate and was consistently faster 
to align (on average three times faster, although the alignment speed may be affected 
by the server memory availability during heavy workflow). 

 
Table 3. F-measure against GS 

Corpus size / Aligner 1 million 2 million 3 million 4 million 
Giza++ 59.9 62.1 63.5 63.5 
Fast Align 63.3 64.4 65.1 67.4 

 
By splitting up the results into precision and recall, one can see that with alpha 

being 50%, GIZA++ performs better in precision, while Fast Align provides better 
results in recall (Table 4). 

 
Table 4. F-measure for GIZA++ and Fast Align with alpha 50% 

Corpus size/Aligner F-measure 1 million 2 million 3 million 4 million 

Giza++ Precision 0.933 0.939 0.943 0.944 
Recall 0.441 0.464 0.479 0.479 

Fast Align Precision 0.879 0.885 0.888 0.899 
Recall 0.536 0.546 0.682 0.578 

 
Benchmarking GIZA++ and Fast Align alignments against the GS showed that 

Fast Align aligns more words and, at the same time, makes more mistakes than 
GIZA++, which nevertheless results in better word alignment performance (Figure 5). 

 
Figure 5. Alignment results for GS on a corpus of 4 million sentences. 

3.2. Analysis of Mistakes and Gaps 

The following situations were observed, revealing discrepancies between GIZA++ and 
Fast Align. 
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� No articles and propositions are aligned by GIZA++ and Fast Align.  
� In situations when GS contains many-to-one, one-to-many, or many-to-many 

alignment structures, GIZA++ and Fast Align provide either no or one-to-one 
alignment.  

� Long distance reordering causes difficulties for GIZA++ and Fast Align to 
align words, since alignment structures that are more linear are handled better 
(alignment near the matrix's diagonal works better than in cases when it 
deviates away from diagonal word alignment). Here, however, Fast Align 
performs better than GIZA++. 

� Taking into account that the Latvian language is an inflected language with 
many inflected forms, GIZA++ and Fast Align do not recognise words in 
some cases. Here, however, Fast Align performs better than GIZA++. 

3.3. Pre-processing Experiments 

Taking into account that Fast Align provided better results in terms of F-measure in 
previous experiments, several experiments were carried out to identify which corpus 
pre-processing operations can result in better word alignment (Table 5). Methods 
included experiments with the removal of articles and commas, as well as adding the 
article to the following word.  

 
Table 5. Influence of pre-processing on F-measure and BLEU 

Method Baseline 

Before symmetrisation After symmetrisation 
Remo-
ving 

‘the’, ‘a’, 
‘an’ 

Remo-
ving 

comm
as 

Remo-
ving 

‘the’, ‘a’, 
‘an’, 

‘of’, ‘by’ 

Joining 
‘the’ 

with the 
next 
word 

Remo-
ving 

‘the’, ‘a’, 
‘an’ 

Removing 
‘the’, ‘a’, 
‘an’, ‘of’, 

‘by’ 

BLEU 0.5331 0.5402 0.5275 0.5352 0.5265 0.5343 0.5316 
F-measure 0.6021 0.6182 0.4254 0.4371    

 
To evaluate the influence of pre-processing on MT, an SMT system was trained on 

the aligned corpus and evaluated. As shown in Table 5, some improvements in terms of 
F-measure and BLEU score were achieved when articles were removed from the 
training data.   

4. Word Alignment Visualisation tool 

In order to make the analysis of GIZA++ and Fast Align output convenient, the authors 
have developed a Word Alignment Visualisation (WAV) tool. WAV can be used as an 
editor to prepare and manually edit word alignments. It also allows to visualise and edit 
the results of GS, GIZA++, and Fast Align in one sentence based matrix (Figure 6). 
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Figure 6. Giza++, Fast Align, and GS comparisons using WAV. 

WAV consists of data generator and visualizer. The generator, written in Python, 
creates .htm file from the alignment files (in GIZA++ or Fast Align format). Alignment 
format used for WAV tool is shown in Figure 7. 

Figure 7. Alignment format used for WAV tool  

The visualizer (browser) then generates an interactive visualization of alignments 
using HTML, CSS and JS technologies.  

5. Conclusion 

This paper provides an insight into computer based word alignment; it traces the 
performance of GIZA++ and Fast Align and benchmarks it against the manually 
aligned Gold Standard for the Latvian-English language pair. Experiments illustrate the 
potential changes in GIZA++ and Fast Align settings and/or word alignment files, 
which can lead to a better quality of word alignment. 

To measure the influence of different settings on the quality of word alignment and 
machine translation, F-Score and BLEU score have been calculated. Our experiments 
show that Fast Align has proved to be approximately 2-3% more accurate (in terms of 
F-measure) and approximately three times faster than GIZA++ in the alignment task. 

Where it concerns pre-processing, the removal of articles has had a small, but 
positive influence on alignment quality and BLEU score. 

This paper has also introduced word alignment visualisation tool, which provides a 
convenient environment for analysis and comparison of GIZA++, Fast Align, and GS 
word alignments. 

0-0 1-0 2-1 3-3 4-4 5-5 6-6 7-6 8-7 
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