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Abstract. Cloud computing has been one of the most important topics in IT which 
aims to assure scalable and reliable on-demand services over the Internet. The 
expansion of the application scope of cloud services would require cooperation 
between clouds from different providers that have heterogeneous functionalities. 
However, current cloud systems do not fully support inter-cloud interoperability 
and require more research work to provide sufficient functions to enable that 
seamless collaboration between cloud services. This paper proposes an efficient 
model for selecting appropriate computing resource from multi-cloud providers 
that is required to achieve inter-cloud interoperability in a heterogeneous 
Infrastructure as a Service (IaaS) cloud environment. The goal of the model is 
dispatching the workload on the most effective clouds available at runtime offering 
the best performance at the least cost. We consider that each job can have six 
requirements: CPU, memory, network bandwidth, serving time, maximum 
possible waiting time, and the priority based on the agreed Service Level 
Agreement (SLA) contract and service price. Additionally, we assume the SLA 
contract with suitable criteria between cloud-subscriber and multiple IaaS cloud-
providers is signed beforehand. This computing resource selection model is based 
on Genetic Algorithm (GA). The resource selection model is evaluated using agent 
based model simulation. 
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Introduction 

Today, a global cloud system includes heterogeneous clouds with finite physical 
resources. The expansion of the application scope of cloud services would require 
cooperation between clouds from different providers that have heterogeneous 
functionalities [1][2]. Cooperation between the heterogeneous cloud service vendors 
can provide better QoS (eg. scalability and reliability, service availability and 
performance), avoidance of vendor lock-in, and reduced service production costs. It 
also can support inter-cloud resource sharing and can provide cloud users the ability of 
using combined services from different service providers. The required seamless 
interworking mechanism between clouds is called “Inter-cloud Interoperability”.  Most 
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of the current cloud environments do not support inter-cloud interoperability and more 
research work is required to provide sufficient functions to enable global seamless 
collaboration between cloud services [3].  

Considering our research work on an Inter-cloud Interoperability Framework (IIF), 
this paper presents job scheduling model for dispatching the workload from IaaS Cloud 
Subscriber on other available IaaS Cloud Providers. The purpose of the job scheduling 
model is to reduce the queuing time and improving the QoS at the lowest cost. The 
model uses Genetic Algorithm (GA) [4] for job scheduling and considers some suitable 
criteria for Quality of Service (QoS) and Service Level Agreement (SLA) for cloud 
systems. Model Driven Architecture (MDA) and Service Oriented Architecture (SOA) 
are identified as two appropriate approaches for implementing the model in the 
framework. 

This paper includes four sections. The first section discusses on the state of the art 
in inter-cloud interoperability, section two presents Inter-cloud Computing Resource 
Selection Approach, section three presents a short introduction on evaluation method, 
and final section concludes the paper. 

1. Inter-cloud Interoperability 

The inter-cloud concept is based on the fact that each single cloud has limited 
computing resources in a restricted geographic area [5][6][7]. Inter-cloud requires 
interoperability between various cloud computing instantiations allowing cloud 
costumers to migrate in and out of the cloud and switch between providers based on 
their needs, without a lock-in which restricts customers from selecting an alternative 
provider. The inter-cloud network scenario is still in an early stage. Celesti in 2010 [8] 
proposed a three-phase (discovery, match-making, and authentication) cross-cloud 
federation model. It has been claimed in [9] Point to Point protocols are not appropriate 
for inter-cloud protocols and accordingly many-to-many mechanisms have been 
proposed such as Messaging and Presence Protocol (XMPP) for transport, and 
Semantic Web techniques such as Resource Description Framework (RDF) as a 
method to specify resources. In order to show the distinctive ways of interaction 
between cloud users and providers, NIST [10] defined following use cases for Cloud 
Computing Interoperability: 

� Copy Data Objects between Cloud-Providers. 
� Dynamic Operation Dispatch to IaaS Clouds. 
� Cloud Burst from Data Center to Cloud. 
� Migrate a Queuing-Based Application. 
� Migrate Virtual Machines (VMs) from One Cloud Provider to Another. 
Nagireddi and Mishra [11] proposed an ontology based framework for searching 

services provided by different Cloud Service Providers. Abouzamazem and 
Ezhilchelvan [12] studied tolerating outages by inter-cloud replication and proposed an 
approach to replicate a service on N outage-independent clouds. Pop and colleagues 
[13] presented a genetic scheduling algorithm for independent tasks in inter-cloud 
environments where the selection phase is based on reputation evaluation. Finally, 
Demchenko and colleagues [14] presented their on-going research on developing the 
IIF to support on-demand provisioning by heterogeneous cloud service providers. 
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Nevertheless, from the analyzed state of the art, there is not yet a comprehensive 
proposal that support the inter-cloud interoperability concerns. We are working on an 
Inter-cloud Interoperability Framework (IIF) that can support inter-cloud 
interoperability for dynamic operation dispatch to IaaS Cloud Providers (CP). A 
fundamental module for the IIF framework is the Computing Resources (CR) selection 
module from available IaaS CPs. This paper discusses on the CR selection module that 
uses GA to select the most appropriate CRs from multi CPs. 

2. Inter-cloud Computing Resource Selection Approach 

As discussed in previous section, we are working on an IaaS IIF framework that will 
support inter-cloud interoperability for IaaS clouds. The IIF framework’s focus is 
invoking the operations dynamically on the most adequate CPs available based on a the 
application requirements that are evaluated at runtime. The conceptual model for the 
IIF framework for IaaS CPs [15] is shown in Figure 1. 

The IIF framework is for operations that are independent of unique resources of 
the IaaS Cloud Subscriber (CS). The IaaS CS attempts to run a job on the CP that is 
able to provide the best performance, at the least cost. The CS opens an account with 
each discovered IaaS CP based on CP’s SLA and CS has the list of charges and QoS 
promises of each CP. Then the CS considers a test workload, with specified CPU 
power, and memory or network performance requirements. The CS operates the test 
workload a few times on each CP, to arrange the CPs by availability, and performance 
and price aspects. Moreover, the CS evaluates the CPs for the price and QoS metrics 
such as availability, and forwards the workloads accordingly. All data and model 
transformation and mapping tasks between CS and CPs are happening through IIF. In 
addition, the IIF framework requires one module to select the most effective CRs from 
IaaS CPs. This section discusses on the CR selection approach. 

 
Figure 1. Inter-cloud Interoperability Framework (IIF). 
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2.1. Job Model 

Considering Figure 1, the input of IIF framework from CS is a finite set 
 of jobs . The job production is dynamic and each job  is based on the 

specified requirements of applications. Each    has a set of requirements 
 which  is serving time,  is computing power requirement,   

is bandwidth requirement,  is memory requirement,  is maximum possible waiting 
time, and finally  is priority based on the agreed SLA contract and service price. In 
the evaluation section, the possible choice for  and  for the case in this paper 
are specified.  The job arrivals are Markovian (modulated by a Poisson process). The 
paper considered the serving time   has the general distribution, and there are n CPs 
that may offer the appropriate requirements of the job . Job-Selection Module selects 
the jobs from waiting queue in CS, considering the deadline   of job  is longer than 
network delay to get service from other CPs. In short, the paper considers m/g/n queue 
for the modeling the inter-cloud environment. Additionally, the paper considers the IIF 
framework supports appropriate functions for IaaS inter-cloud interoperability.  

2.2. Genetic Algorithm based Resource Selection (GARS) 

In this paper, it is assumed IIF framework receives the workload from CS, and provides 
the required object model, operation model, and data model of each job . Additionally, 
it is considered the IIF identifies the QoS parameters ( ) for the 
requirements of each job . Moreover, the SLA criteria between the CS and other IaaS 
CPs and user profiles are identified in IIF. The Genetic Algorithm based Resource 
Selection (GARS) approach has following steps: 

� The first step in GARS approach is identifying the available CPs which meet 
the current work-flow requirements. To provide this functionality, GARS 
exploits the information offered by IIF framework.   

� The second step, the main focus of this paper, is dispatching the workload on 
the available CPs effectively. The job allocation method is based on iterative 
Genetic Algorithm [4]. Figure 2 shows the GA based model for distributing 
the jobs receiving from IIF framework on Cloud Providers. 

 
Defining an applicable fitness function is essential and having strong effect on the 
convergence rate of GA and achieving the optimal solution. This paper considered two 
main factors to define the fitness function: 

1. Each IaaS CP’s performance: The framework allocates a performance history 
variable  to each IaaS Cloud Provider . IIS framework sends a test 
workload to each Cloud Provider  periodically and updates the 
performance variable  according to the ’s resource availability, ’s 
response time, and CPU throughput. 

2. The cost: The IIF framework has the SLA repository based on the agreement 
between CS and CPs that includes the price lists for different computing 
resource offering. The  is the cost of computing resource offering from 
Cloud Provider  for the requirement of job . 
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Figure 2. The GA based model for distributing jobs on Cloud Providers. 

3. Evaluation 

The evaluation of proposed Computing Resource Selection Approach is through agent 
based simulation. In the simulation process, there are three types of agents: 

� An agent for Cloud Subscriber : CS agent has number of computing resources 
including SingleCore, DualCore, QuadCore, and OctoCore processors with 
variety of attached RAM and different network bandwidth speed. It is possible 
to provide different combination of available resources that are specified in 
the SLA of Cloud Subscriber.  

� Predefined number of agents for Cloud Providers: Each CP agent is specified 
by different service combinations and their prices. In addition there is a 
performance history variable  for each IaaS Cloud Provider  agent. 

Agents for Jobs produced with the rate of Poisson distribution. The workload 
characterization is based on selected computational tasks of construction industry.  
Specification for Cloud hosting is based on the infrastructure for FITMAN1  project. 
The overall simulation is modeled within the scope of the scenarios being implemented 
by UNINOVA and CONSULGAL2 for FITMAN project.  According to the simulation 
results, following achievement are possible using IIF framework with GARS approach: 

� Reduction in waiting queuing time 
� Better Quality of Service 
� Cost Reduction 
� Resource Sharing 
In this paper we just show the simulation results for reduction in waiting time. The 

job-selection module, selects the jobs from waiting queue in CS that are not depend on 
a specific resource of CS. Additionally the deadline   of each selected job  is longer 
than network delay to get service from other CPs. Figure 3 (a) shows the number of 
jobs, blue line, waiting to get CRs in a single cloud environment are increasing during 
the time. With similar configuration, Figure 3 (b) shows the number of jobs waiting to 
get CRs in a multiple cloud providers environment (one CS and four CPs) are close to 
zero. 

____________________________________________________________________ 
1 Future Internet Technologies for MANufacturing industries : http://www.fitman-fi.eu/ 
2 http://www.consulgal.pt/en/ 
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Figure 3. (a) The simulation results for single cloud provider environment that shows the number of jobs 
waiting to get resources is increasing. (b) The simulation results for multi-cloud provider environment. 

4. Conclusion 

Current cloud systems do not fully support inter-cloud interoperability. An effective 
computing resource selection method is required to achieve inter-cloud interoperability 
for IaaS service cloud providers. Based on our conceptual model for Inter-Cloud 
Interoperability (IIF), this paper discuss on a genetic algorithm based computing 
resource selection approach that can be exploit for interoperability in dynamic 
operation dispatching for IaaS clouds. The resource selection approach has two steps: 
first, identifying the available CPs which meet the current work-flow requirements, and 
second, dispatching the workload on the available CPs effectively. The job allocation 
method is based on GA and considering two main factors to define the fitness function: 
The performance of each IaaS CP that is measured according to the CP’s resource 
availability, response time, and CPU throughput, and the minimum cost. The 
evaluation process used the agent based mode which adds dynamic workload to the 
multi cloud providers’ environment and dispatches the waiting workload from CS to 
CPs. The simulation results show the waiting time to get required resources reduces to 
very small number when there are 4 CPs compare to a single cloud environment.  

MDA and SOA approaches are identified as appropriate approaches to develop the 
IIF framework. 
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