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Abstract. Non-cooperative dialogue behaviour for artificial agents
(e.g. deception and information hiding) has been identified as impor-
tant in a variety of application areas, including education and health-
care, but it has not yet been addressed using modern statistical ap-
proaches to dialogue agents. Deception has also been argued to be
a requirement for high-order intentionality in AI. We develop and
evaluate a statistical dialogue agent using Reinforcement Learning
which learns to perform non-cooperative dialogue moves in order to
complete its own objectives in a stochastic trading game with imper-
fect information. We show that, when given the ability to perform
both cooperative and non-cooperative dialogue moves, such an agent
can learn to bluff and to lie so as to win more games. For example,
we show that a non-cooperative dialogue agent learns to win 10.5%
more games than a strong rule-based adversary, when compared to an
optimised agent which cannot perform non-cooperative moves. This
work is the first to show how agents can learn to use dialogue in a
non-cooperative way to meet their own goals.

1 Introduction

Research in automated conversational systems has almost exclu-
sively focused on the case of cooperative dialogue, where a dia-
logue system’s core goal is to assist humans in particular tasks, such
as buying airline tickets [8] or finding a place to eat [9]. However,
non-cooperative dialogues, where an agent may act to fulfil its own
goals rather than the user’s goals, are also of practical and theoretical
interest [3], and the game-theoretic underpinnings of non-Gricean
behaviour are actively being investigated [1]. For example, it may
be advantageous for an automated agent not to be fully cooperative
when trying to gather information from a human, when trying to per-
suade, argue, or debate, when trying to sell them something, when
trying to detect illegal activity (for example on internet chat sites), or
in the area of believable characters in video games, and educational
simulations [3, 5]. Another arena in which non-cooperative dialogue
behaviour is desirable is in negotiation [7], where hiding information
(and even outright lying) can be advantageous. Dennett argues that
deception capability is required for higher-order intentionality [2].

A complementary research direction in recent years has been the
use of machine learning methods to automatically optimise coopera-
tive dialogue management - i.e. the decision of what dialogue move
to make next in a conversation, in order to maximise an agent’s over-
all long-term expected utility [9, 4]. This research has shown how
robust and efficient dialogue management strategies can be learned
from data, but has only addressed the case of cooperative dialogue.
These approaches use Reinforcement Learning with a reward func-
tion that gives positive feedback to the agent only when it meets the
user’s goals.
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An example of the type of non-cooperative dialogue behaviour
which we are generating is given by agent B in the following dia-
logue:
A: “I will give you a sheep if you give me a wheat”
B: “No”
B: “I really need rock” [B actually needs wheat]
A: “OK”
A: “I’ll give you a wheat if you give me rock”

Here, A is deceived into providing the wheat that B actually needs,
because A believes that B needs rock rather than wheat.

In this paper we investigate whether a learning agent endowed
with non-cooperative dialogue moves and a ‘personal’ reward func-
tion can learn how to perform non-cooperative dialogue. Note that
the reward will not be given for performing non-cooperative moves
themselves, but only for winning trading games. We therefore ex-
plore whether the agent can learn the advantages of being non-
cooperative in dialogue, in a variety of settings.

2 The Trading Game

To investigate non-cooperative dialogues in a controlled setting we
created a 2-player, sequential, non-zero-sum game with imperfect
information called “Taikun”. This game can be extended to capture
different aspects of trading and negotiation. We call the 2 players the
“adversary” and the “learning agent” (LA).

The two players trade three kinds of resources to each other se-
quentially, in a 1-for-1 manner, in order to reach a specific number of
resources that is their goal. The player who first attains their goal re-
sources wins. Both players start the game with one resource of each
type (wheat, sheep, and rock). At the beginning of each round the
game updates the number of resources of both players by either re-
moving one of them or adding two of them, thereby making the op-
ponent’s state (the cards that they hold) unobservable. In the long run,
someone will eventually win even if no player ever trades. However,
effective trading can provide a faster victory.

2.1 Trading Proposals and Manipulation

Trade occurs through trading proposals that may lead to acceptance
from the other player. In an agent’s turn only one ‘1-for-1’ trading
proposal may occur for each resource, or nothing (7 actions in total).
Agents respond by either saying “No” or “OK” in order to reject or
accept the other agent’s proposal.

In our second experiment three manipulative actions are added to
the learning agent’s set of actions, of the form “I really need X”
where X is a resource type. The adversary might believe such state-
ments, resulting in modifying their probabilities of making certain
trades.
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3 The Learning Agent (LA) and Adversaries

The game state can be represented by the learning agent’s set of re-
sources, its adversary’s set of resources, and a trading proposal (if
any) currently under consideration. The learning agent (LA) plays the
game and learns while perceiving only its own set of resources. The
LA is aware of its winning condition (to obtain 4 wheat and 5 rocks)
in as much as it experiences a large final reward when reaching this
state. It learns how to achieve the goal state through trial-and-error
exploration while playing repeated games.

The LA is modelled as a Markov Decision Process [6]: it observes
states, selects actions according to a policy, transitions to a new state
(due to the adversary’s move and/or a update of resources), and re-
ceives rewards at the end of each game. This reward is then used to
update the policy followed by the agent.

The rewards that were used in these experiments were 1,000 for
the winning and draw cases (because the goal states of these cases are
the same) and -100 when losing a game. The LA was trained using
a custom SARSA(0) learning method [6] with an initial exploration
rate of 0.2 that gradually decays to 0 at the end of the training games.
It was trained over 5.5 million games against each adversary, and the
resulting policies were then tested in 20 thousand games.

We investigated performance with several different adversaries.
As a baseline, we need to know how well a LA which does not have
non-cooperative moves at its disposal can perform against a rational
adversary. Our main hypothesis is that a LA with additional non-
cooperative moves can outperform this when adversaries are some-
what gullible.

3.1 Rule-based adversary: experiment 1

This strategy was designed to form a challenging rational adversary
for measuring baseline performance. It cannot be manipulated at all,
and non-cooperative dialogue moves have no effect on it.

The strict rule-based strategy of the adversary will never ask for a
resource that it does not need (in this case rocks). Furthermore, if it
has an available non-goal resource to give then it will offer it. It only
asks for resources that it needs (goal resources: wheat and sheep). In
the case where it does not have a non-goal resource (rocks) to offer
then it offers a goal resource only if its quantity is more than it needs,
and it asks for another goal resource if it is needed.

Following the same reasoning, when replying to the LA’s trad-
ing proposals, the adversary will never agree to receive a non-goal
resource (rock). It only gives a non-goal resource (rock) for another
one that it needs (wheat or sheep). It also agrees to make a trade in the
special case where it will give a goal resource that is currently more
than it needs for another one that it does need. This is a strong strat-
egy that wins a significant number of games. In fact, it takes about
400,000 training games before the LA is able to start winning more
than this adversary, and a random LA policy loses 66% of games
against this adversary (See Table 1).

3.2 Gullible adversary: experiment 2

The adversary in this case retains the above strict base-line policy but
it is also susceptible to the non-cooperative moves of the LA.

For example, if the LA utters “I really need rock”, weights of ac-
tions which transfer rock from the the adversary will decrease, and
the adversary will then be less likely to give rock to the LA. Con-
versely, the adversary is then more likely to give the other two re-
sources to the LA. In this way the LA has the potential to mislead the
adversary into giving the resources that it really needs.

4 Results
In Experiment 1 (baseline, no manipulation) the LA scored a win-
ning performance of 49.23% against 45.62% for the adversary, with
5.15% draws (Table 1), in the 20 thousand test games. This repre-
sents the baseline performance that the LA is able to achieve against
an adversary who cannot be manipulated at all. Hence the game is
‘solveable’ as an MDP problem. Here, the learning agent’s strategy
focuses on offering the sheep resource that it does not need for the
rocks that it needs.

In Experiment 2 (adding manipulation) the learning agent scored
a winning performance of 55.58% against 41.44% for the adversary,
having 2.97% draws (Table 1), in the 20 thousand test games. Here
the high frequency manipulative actions (“I need wheat” and “I need
sheep”) assist in deceiving the adversary by hiding information and
lying respectively, therefore significantly increasing performance.

LA Policy LA Adversary Draws

Random 32% 66% 2%
Exp 1 (baseline) 49.23% 45.62% 5.15%
Exp 2 (+manipulation) 55.585%* 41.440% 2.975%

Table 1. Performance (% wins) in 20 thousand testing games (*=
significant improvement over baseline, p < 0.05)

In Experiment 2 the adversary, further being deceived by the learn-
ing agent’s hiding information and lying actions, loses 14.14% more
often than the learning agent.

5 Conclusion & Future Work
We showed that a statistical dialogue agent can learn to perform
non-cooperative dialogue moves in order to enhance its performance
in trading negotiations. This demonstrates that non-cooperative dia-
logue strategies can emerge from statistical approaches to dialogue
management. There are many extensions to pursue, including oppo-
nent modelling using belief states in POMDP-style models [9].

The long-term goal of this work is to develop intelligent agents
that will be able to assist (or even replace) users in interaction with
other human or artificial agents in various non-cooperative settings
[5], such as trading, education, and healthcare.
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