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Abstract. Agent systems are used for a wide range of applications,
and techniques to detect and avoid defects in such systems are valu-
able. In particular, it is desirable to detect issues as early as possible
in the software development lifecycle. We describe a technique for
checking the plan structures of a BDI agent design against the re-
quirements models, specified in terms of scenarios and goals. This
approach is applicable at design time, not requiring source code. A
lightweight evaluation demonstrates that a range of defects can be
found using this technique.

1 Introduction

Autonomous agents are widely-used for developing systems that are
highly dynamic in nature in a broad range of domains [6]. While
there are many agent development paradigms, the Belief-Desire-
Intention (BDI) model [12] is a mature paradigm that has been
adopted by several agent development platforms. Most existing work
on verifying BDI agent systems has focused on formal verification
([3]), particularly using model checking techniques ([4]) and theo-
rem proving ([13]), or on runtime testing [10]). Such work tends
to focus on the verification of complete agent programs, requiring
source code. However, it is long established that early detection and
resolution of software defects saves time and money [2, Page 1466].
Our aim therefore is to develop a suite of lightweight techniques,
supported by tools, for detecting defects at the design phase, prior to
implementation.

We have recently developed techniques for checking the functional
correctness of agent-based designs with respect to communication
protocol models [1]. The novelty of our approach is that it requires
only design-phase models, and no source code. In this paper, we build
on this previous work with a technique for checking the functional
correctness of agent designs with respect to requirements models.

In this work, we propose a mechanism, grounded in the
Prometheus methodology [11, 8], for checking that the detailed plan
structures conform to the requirements specified in terms of scenar-
ios and goals. We believe our approach is generalisable to other BDI
methodologies (see [14] for a recent survey).

We use the conference management system [9] as an example.
This system helps in managing the different phases of the confer-
ence review process, including submission, review, decision and pa-
per collection. In the submission phase, the system should be able to
assign a number for each submission and provide receipts to authors.
After the specified submission deadline, the system assigns papers to
the reviewers, who review the paper. After receiving the reviews, the
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system supports making decisions on whether to accept or reject each
paper, notifying the authors. Then, the system collects the accepted
papers and prints them as conference proceedings.

Requirements specifications in agent-oriented software engineer-
ing [14, Section 4] generally include scenarios, which are instances
of the desired execution behaviour, and goals, which are intended
states of the system. In the Prometheus methodology, scenarios con-
sist of a sequence of steps, where each step can be an action, a per-
cept, a goal to achieve, or a sub-scenario. Figure 1 shows a scenario
for the conference management system. Note that the aim of the sce-
nario is to capture an example trace through the system’s behaviour,
and it therefore does not specify a complete set of execution traces.
However, as we shall see, we can use the information in scenarios and
goal overview diagrams to construct constraints that must be met by
the detailed design of a multi-agent system designed to meet these
requirements.
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Figure 1: Review Scenario Description

2 Technical Approach

To check the agent designs (i.e. the detailed structure of plans within
agents), we compare all possible executions of the agent designs
against the desired traces specified by the scenarios. We trans-

form the design models from Prometheus-specific informal mod-

els into Petri nets. This has two benefits. First, it generalises the
approach, making it applicable to other methodologies. Second, it
allows us to leverage existing tools and techniques. Specifically,
we transform scenarios, with additional information from the goal
overview diagram, into Petri nets, and also translate agent designs
into a Petri net (via a plan graph). We then verify that all traces of the
design Petri net are valid with respect to the scenario Petri net.

Our process has three steps:
1. Transforming specification models into Petri nets. In addition

to considering the scenario, we also need to consider the goal
overview diagram because a goal in the scenario may be realised
in the agent design by achieving its sub-goals, or through its par-
ent. Although a scenario is a single sequence of steps, the result
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Figure 2: Plan graph and Petri net for the Review scenario

is a set of sequences, because a goal step can be realised in the
detailed design by implementing its descendants, or its parent.

2. Extracting all possible execution traces from agent designs: We
create a plan graph [5] from the detailed design by starting with
the entity that corresponds to the first step of the scenario, and
then recursively traversing links in the agent designs. Plan graphs
are structures that show the static view of agents with respect to
a particular scenario. Each path through a plan graph represents
one execution trace of the system, and each of these traces should
conform to the requirements specified by the scenario. To execute
traces, we translate the plan graph into a Petri net, and then use the
standard reachability graph construction [7] to obtain all possible
traversals of the plan graph.

3. Executing design traces against the Petri nets: We check each of
the possible traces of the plan graph’s Petri net NP against the
scenario Petri net NS , and note any discrepancies.

3 Example

Consider Figure 2a, which contains intentionally seeded four de-
fects: a plan (Invite Reviewers) that posts multiple goals (non-
determinism), resulting in traces with wrong ordering of steps; a
missing scenario step (Assign Reviewers goal step); and introducing
two new entities ( HandleAmbiguity and SendClarification actions)
that result in the existence of some traces that only cover part of
the scenario. After executing the 12,951 traces of NP , four defects
in the design were revealed: one inconsistent ordering, one miss-
ing step and two incomplete paths. For instance, Review Phase, In-
vite Reviewer Via Email, Send Invitations, Reviewers Preferences,
Collect Prefs and Give Assignments . . . is one of the traces of NP .
The execution of NS would be terminated at the transition that is as-
sociated with the Assign Reviewers goal step place, since it is missing
in the trace. Since that the execution was terminated without reaching
a termination place, an error was recorded.

We have implemented the proposed approach as an eclipse plug-in
that integrates with the Prometheus Design Tool (PDT).
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