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On Computing Explanations in Abstract Argumentation

Xiuyi Fan and Francesca Toni!

Abstract. Argumentation can be viewed as a process of generating
explanations. We propose a new argumentation semantics, related
admissibility, for closely capturing explanations in Abstract Argu-
mentation, and distinguish between compact and verbose explana-
tions. We show that dispute forests, composed of dispute trees, can
be used to correctly compute these explanations.

1 Introduction

One of the core advantages of argumentation is in transparently ex-
plaining the process and results of reasoning. Existing argumentation
semantics are designed to answer the question: Given a set of argu-
ments, which subsets theerof are “good”? They are less useful in
directly answering the question: Given a set of arguments, why is a
particular argument therein “good”? Of course this question can be
answered with “because it belongs to a good set”, but this does not
provide a direct explanation tailored to the argument in question.

We propose a new argumentation semantics, related admissibil-
ity, specifically for generating two kinds of explanations in Abstract
Argumentation (AA) [1] and present a sound and complete computa-
tional counterpart for this semantics using dispute forests composed
of dispute trees as defined in [2]. The following example, adapted
from [3], illustrates the motivation behind this work.

Example 1. An agent needs to decide on accommodation in Lon-
don, amongst three options: Imperial College Student Accommoda-
tion (ic), John Howard Hotel (jh), and Ritz Hotel (ritz). The two main
criteria for deciding are whether accomodation is cheap and quiet.
The agent believes that ic is cheap and quiet, jh is neither, and ritz is
only quiet. Also, it believes that London has good public transport.
The decision to choose ic can be represented by the following AA
framework (A, R) (as conventional, represented as a directed graph
with nodes being arguments in .4 and arcs being attacks in R):

A: Choose ic.

4 G| B: Why not jh?

T\ D: Because it is not quiet.
? C C': Why not ritz?

ANAN

D E F F': Also, ritz is fully booked.

G': London has good public transport.

In AA, a set of arguments is admissible iff it does not attack it-
self and it counter-attacks all attacking arguments [1]. Thus, S =
{A,D,E.F}, S2;={A,D,F}, S3={A,E} are admissible (whereas,
e.g., {A} is not). S;U{G} is also admissible (for i =1, 2, 3). How-
ever, for the purposes of explaining A, G is irrelevant and should not
be included. Moreover, S; is verbose, in that it includes all relevant
reasons for A, whereas Sy and Ss are compact, in that none of the
reasons for A they contain can be eliminated from them.
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E: Butritz is not cheap (and neither is jh).

2 Explanations

Giving a general theory for the explanation of human actions and
beliefs is a challenging task [4]. It is widely acknowledged that an
explanation should be a justification [4]:

... if I am asked to explain why I hold some general belief that

p, I answer by giving my justification for the claim that p is true.

Hence, if a belief ¢ does not contribute to the justification of p, ¢
should not be in the explanation of p. This intuition can be given
in argumentation terms using a ‘defends’ relation, defined as follows
(here and throughout we assume as given an AA framework (A, R)):

Definition 1. Let XY € A. X defends Y iff:
.X=Y;o0r
2.37 € A, s.t. X attacks Z and Z attacks Y'; or
3.3Z € A, s.t. X defends Z and Z defends Y.
S C Adefends X € Aiff VY € S:Y defends X.

Definition 1 is given recursively with (1) and (2) the base cases.
Note that each argument defends itself (by (1)).

Example 2. (Example 1 continued.) Each of A, D, E and F' defends
A, and {A, D, E, F'} and all its non-empty subsets defend A.

By combining our ‘defends’ relation and standard admissibility we
obtain our notion of related admissible sets of arguments as follows:

Definition 2. A set of arguments S C A is related admissible iff
34X € S s.t. S defends X and S is admissible. Any such X is re-
ferred to as a topic of S.

Example 3. (Example 1 continued.) {A, D, E,F}, {A,D,E},
{A,D,F}, {A,E,F}, and {A, E} are related admissible, with A
the topic of all. { F,, G} is admissible but not related admissible, since
F does not defend G and vice versa.

All arguments in a related admissible set are topics of some related
admissible subset thereof. Formally:

Proposition 1. Given a related admissible set S C A, forall X € S
there is a related admissible set S’ C S s.t. X is a topic of S’.

As an illustration, in Example 3, given {A, D, E, F'}, the related
admissible subset whose topic is D is {D}.
We use the notion of related admissible set to define explanations:

Definition 3. For any argument X € A, an explanation of X is
S C As.t. S is arelated admissible set and X is a topic of S.

Thus, if an argument does not belong to any admissible set then
it does not have an explanation, and an argument has an explana-
tion iff it belongs to an admissible set. As an illustration, all related
admissible sets in Example 3 are explanations of A.

To distinguish amongst many different explanations for the same
argument, we can classify explanations into two types, as follows:
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Definition 4. Given an argument X € A, let Ex = {S|S is an
explanation of X }. Then, forany S € Ex, S is

e acompact explanation (CE) for X iff S is smallest, wrt. C, in E'x;
e averbose explanation (VE) for X iff S is largest, wrt. C, in Ex.

Example 4. (Example 3 continued.) {A, D, E, F'} is a VE. Both
{A, D, F} and { A, E'} are CEs. Their natural language reading is:
{A, E'}: choose ic because neither jh nor ritz are cheap;
{A, D, F'}: choose ic as jh is not quiet and ritz is fully booked;
{A, D, E, F'}: choose ic for all reasons above.

3 Computing Explanations

Dispute forests composed of dispute trees can be used to compute
explanations. A dispute tree [2] consists of proponent (P) and oppo-
nent (0) nodes, labelled by arguments (in the given (A, R)); the root
is a P node; for every P node, labelled by an argument X, for every
Y attacking X, there is a O child of the node, labelled by Y'; every
0 node, labelled by an argument X, has a single P child labelled by
an argument attacking X. The set of all P nodes of a dispute tree 7~
is its defence ser [2], denoted by D(T). Dispute trees where no ar-
gument labels a P and 0 node at the same time are called admissible:
the defence set of an admissible dispute tree is an admissible set [2].

Example 5. (Example 1 continued.) Figure 1 gives four dispute trees
for (i.e. with root labelled by) A. All are admissible and there is no
other admissible dispute tree for A.

T [P:A]i[U:B]-e[P:D] To: [P:A]=<-[0:B]=<|P:D]
[0:C]<-[P: E] [0:C|=<-[P: F|

Ts: [P:A]=<[0:B]<-[P:E] Ta: [P:A]=<[0:B]<-[P:E]
~[0:C)<-[P: E] [0:C]<-[P: F]

Figure 1: The four dispute trees for A in Example 1.

Dispute trees are a good match for explanations, as follows:

Theorem 1. Let X € A:

1. If T is an admissible dispute tree for X then S = D(T) is related
admissible. Hence S is an explanation for X.

2. If S is an explanation for X, then there is an admissible dispute
tree T's.t. S =D(T),S" € S,and S’ is admissible.
To support the computation of CEs, we use the following ‘more

compact than’ relation between dispute trees:

Definition 5. For any two dispute trees 7; and 7T; for the same
argument, 7; is more compact than Tj, denoted by T; < Tj, iff
D(T:) € D(T)).

In Example 5, 73 < 71 and 73 < 74. This relation can be applied
to trees in a dispute forest, defined as follows:

Definition 6. The dispute forest for X € Ais {T|T is an admissible
dispute tree for X }.

Thus, a dispute forest is the set of all admissible dispute trees for
the same argument. Each tree in a (non-empty) dispute forest for an
argument individually justifies it. The dispute trees in Figure 1 form
a dispute forest for A.

Theorem 2. Given X € A, let the dispute forest for X be F and
T € F. Furthermore, let S = D(T). Then S is a CE for X iff T is
smallest, wrt. <, in F.

In Example 5, { A, E} and { A, D, F'} are (the only) CEs for A, as
T2 and T3 are (the only) smallest wrt. <.
To compute VEs, dispute trees can be grouped into selected sets:

Definition 7. Given a dispute forest F = {71,...,Tn}, T C F,
T # {} is a selected set (in F) iff for all 7;,7; € T,if [P: X]is a
node in 7;, then [0: X] is not a node in 7;.

Namely, arguments in defence sets of dispute trees in a selected
set do not attack each other, as shown in the following examples.

Example 6. (Example 5 continued.) The selected sets in F are all
non-empty subsets of {71, 72, T3, T4}

Example 7. Consider the AA framework in Figure 2 below (top-
left) and the dispute forest for A, given by the dispute trees in Fig-
ure 2 (bottom). Here, 72 and 73 are “incompatible” as D and E label
conflicting P/0 nodes in these two trees. However, 72 and 73 are indi-
vidually “compatible” with 71, so the selected sets are: {71}, {72},
{73}, {71, T2} and {T1, T3}.

Admissible sets:

I,? {A,C,D},{A C,E},{A C}, {A D},
B {AaEL{079}:{0,E},{C},{DL{E},{}
SN | A G Dy A OBy (A O 4, D)
¢ P=E | (A EB).(C). (D). (E)
Ti: [P: A]<—[0: B]<—[P:C]
Ts: [P: A]<—[0: B]<—[P:D]<—[0: E]<—...
T3 : [P: A]<—[0: B]<—[P: E]<—[0: D]<—...

Figure 2
VEs can be computed from selected sets, as follows:

Theorem 3. Given an argument X € A, let F be a dispute forest for
X,and T = {T1,...,Tn} be a selected set in F. Let S; = D(T;)
fori = 1,...,nand S = [JS;. Then S is a VE for X iff T is
largest, wrt. C, amongst all selected sets in F.

In Example 6, {A, D, E, F} is a VE for A, as {71, 72,73, Ta}
is the largest selected set. Similarly, in Example 7, {A, C, D} and
{A,C, E} are VEs for A.

4 Conclusion

We have formalised (argumentative) explanations in terms of related
admissibility, a restriction over standard admissibility. To help dis-
criminate amongst multiple explanantions for the same argument,
we have defined two refined notions of compact and verbose ex-
planations. We have then used dispute trees and forests as a sound
and complete computational counterpart for (compact and verbose)
explanations. In the future, we plan to study properties of other “re-
lated” semantics, e.g., related grounded-ness, possibly in other argu-
mentation frameworks, and explore other possible means for expla-
nation comparison.
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