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Abstract. The purposes of this methodological paper are: 1) to describe data 
mining methods for building a classification model for a chronic disease using a 
U.S. behavior risk factor data set, and 2) to illustrate application of the methods 
using a case study of depressive disorder. Methods described include: 1) six steps 
of data mining to build a disease model using classification techniques, 2) an 
innovative approach to analyzing high-dimensionality data, and 3) a visualization 
strategy to communicate with clinicians who are unfamiliar with advanced 
statistics. Our application of data mining strategies identified childhood experience 
living with mentally ill and sexual abuse, and limited usual activity as the strongest 
correlates of depression among hundreds variables.  The methods that we applied 
may be useful to others wishing to build a classification model from complex, 
large volume datasets for other health conditions. 
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Introduction 

Today, many health-related organizations have large and complex datasets, which are 
difficult to process using traditional applications.  The enhanced data mining/machine 
learning approaches offer advanced techniques for handling of complex data, and allow 
researchers to mine large volumes of the complex data [1; 8].  With the help of 
machine learning, artificial intelligence and computing power, researchers can 
investigate correlates from a broad range of datasets. For example, whereas it takes 
more than several minutes to handle a dataset consisting 400 attributes and 500,000 
records using a conventional statistics software package such as SPSS or SAS, it takes 
less than a minute to handle a large dataset with data mining software such as R or 
Weka. 

Data mining is not a single computing step for discovering new knowledge 
through applying algorithms [4; 8]. Instead, it is an interdisciplinary discovery process 
with multiple steps requiring input from domain expertise throughout the whole 
discovery process (e.g., selecting the correct database, deciding clinically meaningful 
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variables). The interdisciplinary component is vital to discover more comprehensive 
knowledge. For this reason, this study specifically describes how, when and where the 
domain experts are involved in the process of data mining. Further, one of the barriers 
that data mining has faced is efficiently and effectively communicating with domain 
experts such as clinicians, who are often unfamiliar with output of advanced statistics. 
Visualization of the output with images and diagrams may help the communication 
process between researchers and practitioners [6]. The purpose of study was to build a 
model for depressive disorder by applying data mining methods to a U.S. national 
behavioral risk factor data set. 

1. Data Mining Methods With a Case of Depressive Disorder 

1.1. Conceptual Framework 

The data mining and knowledge discovery process model by Fayyad guides the data 
mining process [4]. This robust framework (Figure 1) depicts the steps of data mining 
including: 1) understanding and developing domain application, 2) selecting and under-
standing data, 3) cleaning and preprocessing data 4) reducing and projecting data, 5) 
choosing data mining task and algorithms and 6) interpreting and evaluating results. 
Domain expertise is required in every step. 

1.2. Data and Tools 

We applied classification methods of data mining to the U.S. Behavioral Risk Factor 
Surveillance System (BRFSS) in order to build a classification model for depression.  
BRFSS is a random annual phone-based (land-line and cell-phone) health survey 
tracking health behaviors and condition in the U.S. (http://www.cdc.gov/brfss/). The 
most up-to-date BRFSS data (2011-2012 cycles as of June 2013) were used for this 
study. PSAW SPSS version 20 was used for importing data, part of reducing the 
dimensionality of the dataset and converting the file format to ‘csv’, which is readable 
in Weka software.  This study used Weka and R, a publically available data mining 
software, to assist in selection of variables and building a classification model (Weka 
available at http://www.cs.waikato.ac.nz/ml/Weka/downloading.html, R is available at 
http://www.r-project.org/). 

1.3. Application of Data Mining for Depressive Disorder   

In order to build a classification model for depression, this study followed the six 
analytic steps iteratively (Figure 1). 
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Figure1. Steps of data mining approach for building a classification model for depressive disorder 
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1.3.1. Step 1. Understanding and developing domain application 

Diagnosis of depression has been a challenge to clinicians. Due to its variation of 
clinical manifestations, a depression diagnosis is often difficult to make. If 
classification of the disease is more accurate, providers can diagnose, treat and prevent 
the disease better [2].  The domain application for the model built in this study intends 
to assist clinicians to improve care for depressive disorder.  
 

1.3.2. Step 2. Selecting and understanding data 

Depression is a complex illness with many contributing factors including biological, 
personal behavior and social behaviors. Considering the complexity of the disease, 
BRFSS, which is one of the most comprehensive behavior data sets in the U.S., was 
chosen among other similar behavior data sets by domain experts in health surveys. 
Further, our outcome variable was operationalized from the question “Ever diagnosed 
with depressive disorder including depression, major depression, dysthymia or minor 
depression” question in the BRFSS. In order to understand the dataset, each variable 
was visualized to initially assess the distribution and/or odds ratio of each variable 
regarding the outcome using Weka (Figure 2). Some clinically meaningful factors 
showed a high association with depression during this initial assessment process. 
Figure 2 demonstrates some examples of the higher rate of depression among people 
who have low income, snoring, joint pain, and smoking.  
 

Income Snoring Joint pain Smoking 

    
Figure  2.  Initial visualization of depression distribution (red: depression, blue: no depression) 

 

1.3.3. Step 3. Cleaning and preprocessing data 

During the data cleaning step, conceptually duplicate variables (e.g., calculated 
variables) were removed by a BRFSS domain expert (SY). Using SPSS, file was 
converted from xpt (SAS transport format) format into csv (comma-separated value) 
which is a readable form in Weka. Then the file was saved as arfss (attribute-relation 
file format) within Weka. The data integrity of the arfss file (@attribute <attribute-
name> <data type>) was checked using an editing software (e.g., notepad++; 
http://notepad-plus-plus.org/) for the further correction of the dataset.  In the depressive 
disorder case, after 53 duplicate variables (e.g., calculated variable) were removed, 397 
unique variables were left from the initial 450 variables.  
 

1.3.4. Step 4. Reducing dimensionality and projecting data 

According to the definition of high dimensional data as the one containing 100s-1000s 
attributes for each record [3], BRFSS is a high dimensional dataset containing 450 
nearly unique attributes per record.  The size of the dimensionality of the selected 
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dataset was noted as 500,000 (Euclidian distance, Framingham heart survey – 25,000).  
Unlike the traditional statistical analysis, variables were not predetermined in the data 
mining process.  Instead, most variables were included without predetermination for 
the analysis.  The study applied a hybrid (human + machine) approach to reduce 
dimensionality of the dataset (Figure 3).  
 

 
Figure 3. Reducing dimensionality of big data 

 
By human filtering: First, the dimensionality of the data was reduced by 

manually filtering the variables which met the following criteria; a) completely 
irrelevant variables, which have no clinical or research implication (e.g., emergency 
preparedness), b) very highly correlated variables (e.g, “has a doctor or other health 
professional ever told you that you have depression, anxiety or post-traumatic stress 
disorder?” is similar to the outcome variable), c) redundant variables (e.g., age 
categories, race categories).   Manual reduction process by BRFSS domain experts 
resulted in 73 variables from the initial 450.  

 

By machine leaning: Several machine learning algorithms including 
correlation feature selection (CFS), correlation attributes evaluator (CAE), principal 
component analysis (PCA) and multiple-regression were applied to reduce the 
dimensionality using Weka. CFS attribute evaluator is used to find features which are 
highly correlated with the class, yet uncorrelated with each other based on three 
correlation measures (Minimum Description Length, Symmetrical Uncertainty and 
Relief) instead of common correlation coefficients (Pearson’s r or Spearman’s ρ) [5]. 
On the contrary, CAE simply evaluates variables by measuring the correlation 
(Pearson's) between it and the class. PCA performs a principal components analysis, 
and chooses enough eigenvectors to account for some percentage of the variance in the 
original data. The coefficients of each variable calculated by machine learning 
regression were visualized with a heat-map in order to simply represent the outcome of 
the analysis for the better communication with a clinical domain expert who is 
unfamiliar with advanced statistics and machine learning. The domain experts 
compared variables generated by each algorithm to the known variables from literature, 
and selected the final set of variables to build a classification model. The different 
machine learning algorithms resulted in various numbers of attributes to project the 
data (Table 1).  A heap-map was created to represent the level of the influence of 
different variables on depressive disorder (Figure 4).  
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Table 1. Examples of number of variables selected by different algorithms for depressive disorder 

Methods 
correlation feature 
selection 

correlation attributes 
evaluator 

principal component 
analysis 

literature 

5 variables  
 
Childhood- sexually 
touched 
Own home 
Limited usual activity 
Mental health days  

All variables by ranking 
 
Mental health days  (83) 
Employment (82) 
Poor health days (81)  
Childhood sexually 
touched (81)… 

161 formula  
 
General health 
Arthritis burden-social 
Interaction 
Physical health 
Limited usual activity… 
 

23 variables  
 
smoking, sleep 
deprivation,  
friendship , 
instability, pain … 

 

 
Figure 4. Heat map visualization of depressive disorder 

 
After several iterations of comparing the results from the different sources, clinical and 
BRFSS domain experts selected the following three, which were repeatedly appeared 
from the different methods in Table 1, as the final set for the next modeling 
process;living with anyone who was depressed, mentally ill or suicidal, 2) childhood 
adverse experience – sexually touched and 3) days of limited usual activities, such as 
self-care, work, or recreation.  

 

1.3.5. Step 5. Choosing data mining task and algorithms 

In this step, classification models were built with the final set of the selected variables.  
Several classification algorithms including J48, Random Forest, Multilayer Perception, 
AdaboostM1, and Support Vector Machine were applied to iteratively generate 
classification models in order to avoid algorithm dependency.  J48 generates a decision 
tree using a classification tree, C4.5 in Weka [7]. Although studies report that 
ensemble-based methods (e.g. Random Forest) outweigh the benefits of classification 
trees,  the model built by classification trees (J48) was chosen because it is relatively 
easier to interpret the results with the tree visualization. In order to validate the model, 
10-fold cross validation was applied to randomly partition a dataset for training and 
testing. We evaluated the model’s performance each time using proportion correctly 
classified (model accuracy rates 80-82%) and the area of under the receiver operating 
characteristic curve (AUC: 0.70-0.72). A final prediction model was chosen based on 
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predictability. The complicated tree model built by J48 was re-illustrated according to 
clinicians’ request in a simplified way to facilitate interpretation and translation of the 
knowledge into practice. J48 decision tree algorithm computed the final set of variables 
and depicted ‘childhood experience living with mentally ill’ as the most related 
variable to current depression diagnosis. The model by J48 shows that individuals with 
the adverse experience of living with mentally ill or being sexually touched in 
childhood are likely to be depressed if they complain that their usual activity was 
limited for greater than three days. Figure 5 shows the two different presentations of 
the model displayed using a diagram (left) and using a logistic regression formula 
(right).  
 

Childhood- lived with mentally illChildhood- lived with mentally ill

Limited Usual ActivityLimited Usual Activity

Childhood
sexually touched

Childhood
sexually touched

Limited Usual ActivityLimited Usual Activity

Childhood
sexually touched

Childhood
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Yes

0

<=3 days>3 days

>=1

<=14 days>14 days

Yes

Yes

Yes No

No

NoNo

0, 1

>=2

 

Logistic Regression 
Variable Coefficients 
Childhood-living with 
mentally ill 

+ 1.30 

Childhood-sexually 
touched>once 

+ 0.57 

Childhood-sexually 
touched =never 

- 0.46 

Childhood-sexually 
touched=once 

+ 0.21 

Limited usual activity + 0.05 
Intercept 1.64 
(Accuracy: 82%, Area under ROC=0. 72) 

 
Figure  5.  Visualization (left)  versus conventional presentation (right) of disease modeling using a 

depression case  

 

1.3.6. Step 6. Interpreting and evaluating the results 

In this step, domain experts critically interpret the results of the data mining according 
to the clinical meaningfulness and iterate the process if it’s necessary. In the depressive 
disorder case, clinical domain experts evaluated the implication and clinical 
significance of computed model. Among some documented predictors (e.g., age, 
marriage status, insomnia), clinical domain experts noted that modifiable factors (e.g., 
pain, insomnia or smoking) are more important for clinical practice than demographic 
factors. The data mining process was terminated after several iterations and 
confirmation by clinical domain experts.      

Discussion  

The data mining methods described in this paper support analytic strategies for 
building a disease classification model from a large and complex dataset using a case 
study of depressive disorder. The paper also highlights innovative approaches to reduce 
the dimensionality. Furthermore, this study used a heat-map and flow chart in order to 
encourage participation of clinical domain experts who are critical for the mining 
process yet unfamiliar with machine learning or advanced statistics. We further discuss 
how clinical domain expertise was integrated into the classification modeling process 
and the implications for the data mining researchers.   
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Clinical meaningfulness  

Figure 5 shows that even if an individual has an adverse experience living with 
mentally ill during childhood, if their usual activity is limited less than half of the days 
of the month, then the individual is more likely not depressed when the person has not 
experienced childhood sexual abuse. During the step 6 interpretation process, clinical 
domain experts pointed out how this might be useful in their practice; clinicians should 
routinely assess individual daily functional status. In fact, the clinical meaningfulness 
of function variables (e.g., days of physical illness, activity limitation due to health 
problems, or use of equipment) was supported by the different machine learning 
algorithms during the data mining process. In particular, principal component analysis 
revealed several variables related to functional burdens (e.g., limited because of joint 
symptoms, social activities limited because of joint symptoms). Further, clinical 
domain experts indicated that individual function can be limited due to physical and 
mental reasons. With this guidance, further logistic regression analysis was conducted 
using a separate concept (functional limitation due to physical illness). Although the 
coefficient of physical function (0.05) was smaller than the childhood adverse events 
(0.21-1.30) in the built model, clinical domain experts emphasized that clinical 
meaningfulness of this variable; assessing functional days (e.g., days of limited usual 
activities due to physical illness such as pain) underlying the source of physical illness 
should not be overlooked because physical illness such as pain also influences the 
progress of depression treatment.  
 

Implications for mining researchers 

This study specifically emphasizes data mining as an interdisciplinary process. For this 
reason, we described how, when and where clinical domain experts were involved in 
the process of data mining. Some visualization techniques (e.g., heat map, initial 
exploratory visualization, illustrative decision tree) can be a useful strategy for the 
researchers to collaborate with clinical domain experts who can translate the 
knowledge into the practice. One of the problems around data mining/machine learning 
is the interpretation issue of correlation and causation. Classification methods (e.g., 
multiple regression) applied in this study are categorized as “predictive modeling” by 
some authors [8; 9]. Although the plausibility of most of variables (childhood adverse 
experience living with mentally ill and sexually touched) in our final model are clear, 
the direction of causation between a variable (the days of limited usual activity) and 
depression remains unclear; domain experts confirmed it as bidirectional relationship. 
For this reason, the data mining results are considered a correlational model instead of 
a prediction model. 

Conclusion 

The data mining methods that we applied may be useful to others wishing to mine a 
large and complex behavior dataset for other chronic conditions.   
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