
Technology-Induced Errors: Where Do 
They Come From and What Can We Do 

About Them? 
Elizabeth M. BORYCKIa,1  

aSchool of Health Information Science, University of Victoria, Victoria, British 
Columbia, Canada 

Abstract. The introduction of health information technology (HIT) has been 
associated with a decrease in medical error and this has been one of the main 
reasons for international efforts at increasing adoption of systems such as 
electronic health records, computerized physician order entry and clinical decision 
support systems. However, in recent years there is growing evidence that if not 
designed and tested properly such HIT can also lead to new categories of errors 
that were previously unseen in healthcare. These errors are known as technology-
induced errors and they typically manifest themselves in the complex interaction 
between healthcare providers and HIT during real clinical use. In this paper the 
author explores the concept of technology-induced error in healthcare and 
discusses a range of strategies for detecting and mitigating such errors. Strategies 
include creating new organizations whose focus is to reduce technology-induced 
errors, develop and deploy new ways to detect such errors before systems are 
released, as well as approaches to reporting such errors after they occur. Other 
strategies include the development of regulation and policy to reduce such errors. 
It is argued that a multi-faceted approach to dealing with technology-induced error 
is needed. 
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Introduction 

Internationally, we have seen the number of reports of technology-induced errors 
increase. Researchers from around the world (e.g. Australia, Canada, Denmark, Japan, 
Saudi Arabia, United States of America, United Kingdom) have documented instances 
where technology-induced errors have occurred in their respective countries [1, 2]. 
Researchers and policy makers are expecting this problem will grow in magnitude as 
the number of health information technologies (HIT) that are used to support 
consumers and health professionals continues to increase [1-3]. In an effort to address 
this expanding international problem, researchers are examining varying aspects of this 
emerging HIT safety concern to identify solutions. Identifying and solving technology-
induced errors is essential as improving the quality and safety of HIT will lead to long 
term improvements in HIT. In this paper the author outlines the current state of HIT 
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safety research and suggests a framework and strategy for going forward into the future 
to improve the quality and safety of systems. 

1. Background 

In 1999 the Institute of Medicine published “To Err is Human”. The authors of the 
report identified that 770,000 patients die or are injured in hospitals annually from 
medical errors in the United States. The report was seminal from a healthcare industry 
perspective: (a) it acknowledged that medical errors were a significant quality and 
safety issue, and (b) it proposed a number of forward thinking solutions to address the 
problem. Among the solutions that were recommended by the authors of the report, 
were the introduction and use of HIT such as physician order entry systems, medication 
administration systems and clinical documentation systems by health professionals in 
healthcare organizations (e.g. hospitals, physician offices) [4]. Based on the findings of 
the report, researchers and policy makers in the United States concluded HIT could be 
used to reduce the number of medical errors that were occurring across healthcare 
organizations and healthcare systems [4, 5]. 

Policy makers around the world took note of the report and its findings [4]. 
Internationally, there emerged an impetus and desire to use HIT to effectively reduce 
medical errors. Around the world, this led to government policies aimed at increasing 
the rate of adoption of HIT among consumers, health professionals and/or healthcare 
organizations. Policy makers developed government programs aimed at modernizing 
and improving the safety of healthcare (e.g. United Kingdom (NHS), Canada, United 
States, European Union) by incentivizing the introduction of electronic health records 
[6-9]. As a consequence, internationally there has emerged a major trend towards 
adopting electronic health records and other HIT [6-9]. The introduction of such 
government programs led to a corresponding rise in the number of HIT implemented in 
healthcare settings [10-13]. With the move from paper as the primary medium for 
documenting patient care to the use of HIT to support citizen, patient, health provider 
and healthcare organizational activities and processes, a new type of error emerged: the 
technology-induced error [13-26]. In the early to mid 2000s published research 
documented the existence of several differing types of technology-induced errors 
thereby signaling the need to attend to the quality and safety of HIT [17-20, 22].  

2. What are Technology-Induced Errors? 

From a definitional perspective technology-induced errors have their origins in the: (a) 
design and development of a technology, (b) implementation and customization of a 
technology, and (c) interactions between the operation of a new technology and the 
new work processes that arise from a technology’s use” [13, p. 154]. They also include 
errors that arise from poor systems’ interfacing between HIT such as health 
information systems (e.g. physician order entry systems and pharmacy systems) and the 
devices that are used along with them (e.g. bar code readers) [14-16]. Technology-
induced errors typically do not manifest themselves until HIT are used in complex 
healthcare settings and contexts involving real-world interactions with health providers 
and patients [24]. Some technology-induced errors also go unnoticed by their users 
(and are therefore not corrected by health professionals) [19]. They therefore differ 
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from many types of software and medical device errors that can be detected through 
conventional computer software testing such as black and white box testing [14].  

Early works in this area described these types of errors. For example, Koppel and 
colleagues, employed a mixed method approach (i.e. qualitative and quantitative) using 
surveys, interviews, focus groups and observations to identify several differing types of 
technology-induced errors arising from the use of an electronic health record system. In 
their work the researchers found that 75% of housestaff (i.e. physicians) observed a 
technology-induced error at least once a week and sometimes more often. The 
researchers observed information and human-machine interface errors that did not 
match usual behaviours or work organization [20].  

Others focused on developing qualitative and quantitative approaches to 
identifying technology-induced errors both before and after HIT release in real-world 
settings [17]. For example, Kushniruk and others employed usability testing techniques 
in their study of prescribing software installed on a mobile device prior to systems 
release. The researchers asked representative users to undertake representative tasks (i.e. 
prescribing medications). Users (i.e. physicians) were asked to prescribe medications 
using mobile device software while at the same time commenting on the usability of 
the interface features and functions. The researchers noted a relationship between 
technology-induced errors and the usability of specific user interface features and 
functions (e.g. small display, lack of visibility etc.). They noted that there was a high 
probability that a technology-induced error would occur if a serious usability problem 
was present [19]. 

Campbell and colleagues employed a qualitative, ethnographic approach in their 
study of health professionals’ use of a HIT after it had been released [21]. In their work 
they identified nine categories of unintended consequences that may arise from a HIT’s 
introduction to a healthcare organization, that include: “more/new work for clinicians, 
unfavorable workflow issues, never ending systems demands, problems related to 
paper persistence, untoward changes in communication patterns and practices, negative 
emotions, generation of new kinds of errors, unexpected changes in the power structure 
and overdependence on the technology” [21, p. 547]. These “new kinds of errors” (i.e. 
technology-induced errors) involve problematic interface designs and workflows as 
well as poor coordination between deployments of test, training and production 
versions of HIT [21]. 

Since then, several researchers have examined technology-induced errors and 
connected them with death, disability and mortality. Han and colleagues documented 
an increase in child mortality in a pediatric, acute care setting following the 
implementation of a Computerized Physician Order Entry System (CPOE). They noted 
that the “mortality rate significantly increased from 2.80% (39 of 1394) before CPOE 
implementation to 6.57% (36 of 548) after CPOE implementation” [18, p. 1506]. The 
researchers suggested that there is a need to evaluate the effects of HIT on mortality, 
post-implementation [18]. In follow-up to this research, Magrabi and colleagues 
studied data collected by incident reporting systems in two different countries: 
Australia and the United States. Their work validated prior work documenting the 
existence of technology-induced errors that may lead to harm, disability and death. 
Furthermore, their work classifies technology-induced errors into those errors that have 
their origins in human-computer and technical issues [23, 24]. In summary, over the 
past few decades we have seen a significant shift in how we view HIT – from HIT 
being used as a method for improving the quality and safety of healthcare to that of 
HIT quality and safety being called into question. 
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3. Towards a Framework and Strategy for Managing Technology-Induced Errors 

Technology-induced errors are a significant public health issue as they represent one 
type of medical error [14, 26, 27]. In the research literature medical errors are 
considered a public health issue [26, 27]. As the number of HIT used by consumers, 
health professionals and healthcare organizations grows, there is a need to develop a 
comprehensive, global strategy to ensure the quality and safety of HIT and reduce the 
number of technology-induced errors that are occurring. We know that healthcare is a 
complex industry. Over the past several decades there has been an emphasis in the 
healthcare literature upon improving the quality and safety of healthcare using process 
technologies such as physician order entry systems, medication administration systems, 
bar coding administration systems, and clinical documentation systems [25, 28, 29]. 
These process technologies have now become the HIT backbone or organizational 
structures that many healthcare organizations rely on to help healthcare workers 
provide patient care [25, 28, 29]. 

Key thought leaders in the area of healthcare quality have found that the quality 
and safety of healthcare is influenced by an organization’s structures, processes and 
outcomes [28-30]. For example, Donabedian’s Framework [30] can be used to guide 
the development of a strategy for managing technology-induced errors within 
healthcare organizations and across a healthcare system. According to Donabedian [30], 
quality is composed of three dimensions: structure, process and outcome (see Table 1 
for corresponding definitions and examples). 

Table 1. Quality Dimensions 

Quality Dimension Definition Example 
Structure Structure refers to the 

characteristics or attributes of the 
organization [28-30] 

The organization implements a 
safe physician order entry system 
[28-30] 

Process Process refers to how organizations 
deliver, provide and manage patient 
care [28-30] 

The physician order entry system is 
used by physicians to order patient 
medications [28-30] 

Outcome Outcomes focus on the impact of 
organizational processes upon 
patient health status [28-30] 

There is a reduction in the number 
of medical errors resulting from 
drug-allergy interactions [28-30] 

Figure 1 is an adaptation of Donabedian’s [30] well known model of quality 
improvement as modified by the author to the context of technology-induced errors in 
healthcare. From Figure 1 we can see that there may be a number of organizational 
structures in place that may be important or relevant when considering technology-
induced errors. As shown in Figure 1, these organizational structures could include 
the creation of a new national or regional organization that would be responsible for 
reporting systems, regulation [33] and certification [31], surveillance as well as having 
warning and alerting systems in place for technology-induced errors. Also as shown in 
Figure 1 a number of processes could be involved in mitigating technology-induced 
error. These could include processes for reporting on such errors by consumers, health 
professionals, healthcare organizations and vendors. Other processes include applying 
methods for testing HIT safety [32, 34], encouraging vendor development and design 
of safe interfaces and workflows [14, 19, 32], processes for reporting on the emergence 
of patterns of technology-induced errors and alerting consumers and health 
professionals about unsafe HIT features, functions and contexts of use. Finally, there 
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are a number of outcomes from these processes that would benefit healthcare. These 
include the reduction in technology-induced errors, improvements in design, 
development, implementation and maintenance of HIT and generally producing safer 
HIT [14]. Appropriate organizational structures need to be in place in order to support 
improved processes, and improved processes are needed to lead to improved outcomes 
(e.g. reductions technology-induced errors and improved HIT safety) as shown by the 
arrows in Figure 1.   

Figure 1. Structures, Processes and Outcomes: From Technology-Induced Errors to HIT 

4. Conclusion 

With time and investment, the healthcare industry (e.g. vendors, regional health 
authorities) can work towards reducing the number of technology-induced errors. In 
other industries the quality improvement literature has led to the production of more 
error free products and improvements in the safety of products (e.g. automobile 
industry, aviation industry, nuclear power industry). Such improvements are necessary 
in healthcare in the area of HIT design, development, implementation and maintenance. 
To date, health informatics professionals and researchers have acknowledged the 
existence of these types of errors, developed models and frameworks for understanding 
them, and developed methods for preventing and investigating errors. There is a need 
for the health care industry to develop new organizational structures to carry this work 
forward. There is also a need for national and regional organizations that are 
accountable for collecting data about technology-induced error. Such organizations 
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need to be able to regulate and certify industry developed HIT. Surveillance systems 
are needed to report on patterns of errors occurring across regions or contexts, and 
consumers, health professionals and healthcare organizations that use HIT should be 
alerted and warned about potential technology issues. Along with those warnings, 
solutions or interim risk mitigation measures should be provided. If we engage in these 
activities at a regional and national level and extend this work to the international 
milieu we will be able to reduce the number of technology-induced errors, improve the 
quality of HIT and in the long term develop safer HIT. Governments and policy makers 
need to apply this knowledge to the improvement of HIT quality and safety and create 
organizational bodies that are accountable for such errors. The future of HIT safety will 
involve individuals across the industry working across contexts: countries, healthcare 
systems and vendor organizations (much as is done in aviation). The goal will be to 
improve the quality and safety of HIT – as it is now a global problem that will continue 
to be an issue until national and regional governments develop and implement an 
international strategy for addressing technology-induced errors.  

References 

[1]  A.W. Kushniruk, D. W. Bates, M. Bainbridge, M. S. Househ, E. M. Borycki, National efforts to improve 
health information system safety in Canada, the United States of America and England, Int J Med 
Inform 82 (2013), 149-60. 

[2]  E.M. Borycki, M. S. Househ, A. W. Kushniruk, C. Nohr, and H. Takeda, Empowering Patients: Making 
Health Information and Systems Safer for Patients and the Public, Contribution of the IMIA Health 
Informatics for Patient Safety Working Group, Yearb Med Inform. 7 (2012), 56-64. 

[3]  Board on Health Care Services, Health IT and patient safety: Building safer systems for better care, 
Washington, D.C.: Institute of Medicine, 2011. 

[4]  Committee on Quality Healthcare in America, To err is human: Building a safer health system, 
Washington, DC: Institute of Medicine, 1999. 

[5]  Committee on Quality Healthcare in America, Using information technology, Crossing the quality 
chasm. A new system for the 21st century, Washington, DC: Institute of Medicine, 2001. 

[6]  National Health Service, NHS Connecting for Health, http://www.connectingforhealth.nhs.uk/
[Accessed on 2013-05-03]. 

[7]  Canada Health Infoway, https://www.infoway-inforoute.com/ [Accessed on 2013-05-03]. 
[8]  Office of the National Coordinator, About ONC, http://www.healthit.gov/newsroom/about-onc

[Accessed on 2013-05-03]. 
[9]  European Union, Ehealth public policy, http://ec.europa.eu/health/ehealth/policy/index_en.htm

[Accessed on 2013-05-03]. 
[10] C. Schoen, R. Osborn, M.M. Doty, D. Squires, J. Peugh and S. Applebaum, A survey of primary care 

physicians in eleven countries, 2009: Perspective on care, costs, and experiences, Health Aff (Millwood). 
28 (2009), w1171-1183. 

[11] National Physician Survey, http://nationalphysiciansurvey.ca/ [Accessed on 2013-05-03]. 
[12] C.M. DesRoches, E.G. Campbell, S.R. Rao, K. Donelan, T.G. Ferris, A. Jha, R. Kaushal et al., 

Electronic health records in ambulatory care—a national survey of physicians, NEJM 359 (2008), 50-
60. 

[13] L. Rainie, S. Fox, J. Horrigan, A. Lenhart, T. Spooner, and M. Burke, The online healthcare revolution: 
How the web helps Americans take better care of themselves Pew Internet & American Life Project, 
2000. 

[14] E.M. Borycki and A.W. Kushniruk, Where do technology-induced errors come from? Towards a model 
for conceptualizing and diagnosing errors caused by technology, Human, Social and Organizational 
Aspects of Health Information Systems, Hershey, NY: Idea Group, 2008. 

[15] A. Kushniruk, J. Surich, and E. Borycki. Detecting and Classifying Technology-Induced Error in the 
Transmission of Healthcare Data, 24th International Conference of the European Federation for 
Medical Informatics Quality of Life Quality of Information, J. Mantas et al. (Eds), MIE2012/CD/Short 
Communications (Oral). 

E.M. Borycki / Technology-Induced Errors 25



[16] R. Koppel, T. Wetterneck, J.W. Telles, and B-T Karsh, Workarounds to barcode medication 
administration systems: their occurrences, causes, and threats to patient safety, J Am Med Inform Assoc.
15 (2008), 408-423. 

[17] E.M. Borycki, A.W. Kushniruk, C.J. Carvalho, M-H. Kuo, A systematic review of qualitative and 
quantitative methods used to identify and study technology-induced errors in computerized physician 
order entry (CPOE), Presented at the Asia Pacific Association of Medical Informatics Conference, 
Hiroshima, Japan, 2009. 

[18] Y.Y. Han, J.A. Carcillo, S.T. Venkataraman, R.S.B. Clark, R.S. Watson, T.C. Nguyen, H. Bayir, R.A. 
Orr, Unexpected increased mortality after implementation of a commercially sold computerized 
physician order entry system, Pediatrics 116 (2005), 1506-1512. 

[19] A.W. Kushniruk, M.M. Triola, E.M. Borycki, B. Stein, and J.L. Kannry, Technology induced error and 
usability: The relationship between usability problems and prescription errors when using a handheld 
application, Int J Med Inf 74 (2005), 519-526. 

[20] R. Koppel, J.P. Metlay, A. Cohen, B. Abaluck, A.R. Localio, S.E. Kimmel, and B.L. Strom, Role of 
computerized physician order entry systems in facilitating medication errors, JAMA 293 (2005), 1197-
1203. 

[21] E.M. Campbell, D.F. Sittig, J.S. Ash, K.P. Guappone, and R.H. Dykstra, Types of unintended 
consequences related to computerized provider order entry, J Am Med Inform Assoc. 13 (2006), 547-
556. 

[22] D.F. Sittig, H. Singh, Defining health information technology-related errors: new developments since to 
err is human, Arch Int Med 171 (2011), 1281. 

[23] F. Magrabi, M-S. Ong, W. Runciman, E. Coiera, An analysis of computer-related patient safety 
incidents to inform the development of a classification, J Am Med Inform Assoc. 17 (2010), 663-670. 

[24] F. Magrabi, M-S Ong, W. Runciman, E. Coiera, Using FDA reports to inform a classification for health 
information technology safety problems, J Am Med Inform Assoc. 19 (2012), 45-53. 

[25] A. Kushniruk, E. Borycki, M.H. Kuo, S. Kuwata, Integrating technology-centric and user-centric 
system testing methods: ensuring healthcare system usability and safety, Stud Health Tech Inf 157
(2010), 181-6.  

[26] D.P. Phillips, C.C. Bredder, Morbidity and mortality from medical errors: An increasingly serious 
public health problem, Annu Rev Pub Health 23 (2002), 135-50. 

[27] L.La Pietra, L. Calligaris, L. Molendini, R. Quattrin, S. Brusa ferro, Medical errors and clinical risk 
management: State of the art, Acta Otorhinolaryngol Ital 25 (2005), 339-346. 

[28] C.P. McLaughlin, A.D. Kaluzy, Continuous quality improvement in health care: Theory, 
implementation and applications (2nd ed.), Gaithersburg, Maryland, Aspen, 1999. 

[29] R.B. Lawton, E.H. Bradley, B.J. Weiner, Health care management: Organization, design and behavior
(6th ed.), United States: Delmar Publishing, 2012. 

[30] A. Donabedian, The quality of care, How can it be assessed, JAMA 260 (1988), 1743-1748. 
[31] D.C. Classen, A.J. Avery, and D.W. Bates, Evaluation and certification of computerized provider order 

entry systems, J Am Med Inform Assoc. 14 (2007), 48-55. 
[32] E. Borycki, A. Kushniruk, Identifying and preventing technology-induced error using simulations: 

Application of usability engineering techniques, H Quart 8 (2005), 99-105. 
[33] M.C. Beuscart-Zéphir, E. Borycki, P. Carayon, M.W.M. Jaspers, S. Pelayo, Evolution of human factors 

research and studies of health information technologies: The role of patient safety, Yearbook of Medical 
Informatics (in press). 

[34] E.M. Borycki, E. Keay, Methods to assess the safety of health information systems, H Quart 13 (2010), 
49-54. 

E.M. Borycki / Technology-Induced Errors26


