
Automatically Identifying Health- and Clinical-Related Content in Wikipedia

Feifan Liua*, Soheil Moosavinasabb*, Shashank Agarwalc, Andrew S. Bennettd,e, Hong Yuf,g

a NLP R&D, Nuance Communication Inc., Burlington, MA, USA
b University of Wisconsin Milwaukee, Milwaukee, WI, USA

c DataXu Inc., Boston, MA, USA
d Medical College of Wisconsin, Milwaukee, WI; e Clement J Zablocki VA Medical Center, Milwaukee WI

f University of Massachusetts Medical School, Worcester, MA; g VA Central Western Massachusetts, Northampton, MA

Abstract

Physicians are increasingly using the Internet for finding 
medical information related to patient care. Wikipedia is a 
valuable online medical resource to be integrated into existing 
clinical question answering (QA) systems. On the other hand, 
Wikipedia contains a full spectrum of world’s knowledge and 
therefore comprises a large partition of non-health-related 
content, which makes disambiguation more challenging and 
consequently leads to large overhead for existing systems to
effectively filter irrelevant information. To overcome this, we 
have developed both unsupervised and supervised approaches 
to identify health-related articles as well as clinically relevant 
articles. Furthermore, we explored novel features by extract-
ing health related hierarchy from the Wikipedia category net-
work, from which a variety of features were derived and eval-
uated. Our experiments show promising results and also 
demonstrate that employing the category hierarchy can effec-
tively improve the system performance.
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Introduction

Physicians are increasingly using the Internet to find medical 
information related to patient care [1]. As a collaboratively
written Web-based encyclopedia, Wikipedia [2] has evolved 
into an important medical resource for the general public, stu-
dents, and healthcare professionals [3]. Studies show that 70% 
of junior physicians use Wikipedia during a given week, and
nearly 50% to 70% of practicing physicians use it as an infor-
mational source while providing medical care (e.g. [4]). The 
junior physicians use Wikipedia more frequently than all other
websites excluding Google [4]. Another study shows that in a 
survey, 35% of pharmacists admitted to using Wikipedia for 
medical information [5]. Among online health information 
resources, Wikipedia has shown to be a prominent source, 
ranking among the top 10 results in 71-85% of search engines 
and keywords tested [6]. The study also showed that Wikipe-
dia surpassed MedlinePlus and NHS Direct Online, and 
ranked higher with quality articles.

Clinical Question Answering (QA) systems enable physicians 
to efficiently seek succinct and accurate answers to questions 
during their patient encounter. However, existing clinical QA 
systems, such as AskHERMES [7] and MiPACQ [8], are typi-
cally built upon secure knowledge resources (e.g. the biomedi-
cal literature), Wikipedia therefore has a potential to improve 
the QA performance by providing additional complementary 
and reliable resources.

On the other hand, Wikipedia contains a full-spectrum of
global knowledge. The enormous quantity of non-health relat-
ed information, if incorporated into clinical QA systems, could

adversely affect the system’s accuracy and efficiency. Firstly, 
there is a large amount of ambiguities between the health do-
main and other domains. Information retrieval components in
clinical QA systems would be more susceptible to retrieving
spurious documents from Wikipedia. Secondly, using category 
information assigned to Wikipedia articles to identify health 
related articles is possible; however, articles are often assigned 
categories from multiple domains, making the use of category 
information unreliable. Automatically identifying health relat-
ed content and excluding non-health related content becomes a
necessary step to incorporate Wikipedia knowledge into clini-
cal QA systems. In addition, a health-related Wikipedia corpus 
could benefit other biomedical natural language processing 
tasks such as machine translation. 

Wiki Articles

Health related Non-health 
related

Health related 
non-clinical

Health related 
clinical

Figure 1 - Classification scheme illustration

In this study, we formulate this task into a traditional text clas-
sification task, where the goal is to predict the class1 label for 
each Wikipedia article. Figure 1 shows the classification 
scheme defined for this task. At a high level, Wikipedia arti-
cles can be classified into “Health related” and “Non-health 
related.” Those “health related” articles can be further classi-
fied into “health related clinical” and “health related non-
clinical”. A “health related clinical” article refers to articles 
with content pertaining directly to an aspect of a human dis-
ease or condition, such as causes, treatments, diagnosis, prog-
nosis, therapeutic response, therapeutic drug levels, or clinical 
outcome. “Health related non-clinical” articles refer to those 
that are not clinical related but have an effect on conditions of 
human body or mind (e.g., wellness, healthcare organization). 
Articles not belonging to either of the two health-related clas-
ses are “Non-health related”. The motive to further delineate
the health related class into clinical versus non-clinical was
that clinically related content is more beneficial for a clinical 
QA system. 

We explored both unsupervised and supervised approaches for 
this task. In addition to traditional bag-of-words (BOW) lin-
guistic features, we extracted health related category hierar-
chies from the Wikipedia category network. From the hierar-

* Co-First authors contribute equally. 
1 Note that “category” denotes the subject information assigned to 
each Wikipedia article by Wikipedia editors; “class” for the classifi-
cation scheme on which we formulated our task and build the model.
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chies, a group of novel features were derived and evaluated.
Our contributions are:

1. A pilot study that automatically identifies health re-
lated content from Wikipedia.

2. Exploitation of category hierarchies in Wikipedia to 
improve classification performance.

3. A first step towards optimally integrating reliable 
WWW resources into a clinical QA system.

Related Work

There has been increasing amounts of work done to mine Wik-
ipedia knowledge for QA systems (e.g. [9]). However, most 
existing work focuses on open-domain factoid/definitional 
questions. To our best knowledge, no studies have explored 
integrating Wikipedia into a clinical QA system. 

In the healthcare domain, Wikipedia has become an important 
medical resource [3]. Many studies have focused on evaluating 
content quality and coverage in Wikipedia. Friedlin et al. [10]
concluded that Wikipedia contains a ‘surprisingly’ large 
amount of scientific and medical data that could effectively be 
used as a knowledge base for specific medical informatics or
research projects. Rajagopalan et al. [11] reported that Wik-
ipedia has similar accuracy and depth when compared with a
professionally edited database. Reavley et al. [12] showed that
the quality of information on depression and schizophrenia
from Wikipedia is generally as good as, or better than, infor-
mation provided by centrally controlled websites, Encyclope-
dia Britannica or a psychiatry textbook.

Prior work related to Wikipedia content classification aimed to 
automate category assignments to articles [13]. Due to diverse 
and fine-grained Wikipedia category labels, this task becomes 
very challenging. In this study, we focus on a much simpler 
task, which we speculate is more feasible to be integrated for 
improving clinical QA. 

Among Wikipedia’s content, its category hierarchy is widely 
used to produce semantic resources for different tasks, such as
word disambiguation [14], topic indexing [15]. The open do-
main QA system Morpheus [16] integrates an ontological que-
ry model based on the Wikipedia ontology. Different from 
existing work, we investigated how Wikipedia category hierar-
chy information can be explored to identify health- and clini-
cally-related articles from Wikipedia. 

Materials and Methods 

Unsupervised Approach

On Wikipedia, categories are assigned to every article, provid-
ing navigational links to all articles in a hierarchy of catego-
ries. For example, the root node “Health” is one of 22 main 
topic categories within Wikipedia category hierarchy and 
“Health Care” is one of its children. Categories and their struc-
ture are created and maintained by Wikipedia editors follow-
ing the categorization guidelines. Our hypothesis is that: the 
more health related categories that are assigned to an article, 
the more likely it is that the article is health-related. 

To quantify health related categories assigned to an article, we 
need to identify health related category subset from the Wik-
ipedia category hierarchy. We explored a relatively simple 
breadth-first algorithm, which starts from the root node Health 
category to traverse all its children hierarchies. However, as 
previous study [17] has pointed out, category hierarchy in 
Wikipedia is not a tree structure, and some categories have 
multiple parent categories. Furthermore, the category structure 
contains cycles, which makes it problematic to extract the cat-
egory hierarchy under Health category. Therefore, Health cat-
egory hierarchy might contain circles such as “H3-H4-H3”, 
and some Health related category nodes might have children 
nodes such as “S3” that are under another top category “Sci-

ence” at a higher level, as shown in Figure 2. The former issue 
will lead to redundancy and even failure to traverse all health 
related categories; while the latter could introduce much noise 
by extracting non-health related categories due to network 
propagation. In this case, many categories in Science are not 
related to health. 

To address the two problems, we added one rule, which ex-
tracts a category as health related only if the category is a di-
rect or indirect child of health category and its “level” is larger 
than its parent node. Here we define “level” as the shortest 
path distance form “Health” category. Using this method we 
extracted 16,454 categories out of the total 742,855 descend-
ent categories under Health. We observed that the maximum 
level of extracted category nodes was 11.

H1

H2 H3

H5H4

S1

S3S2

Figure 2 - Illustration of Wikipedia category network. “H” 
indicates Health related categories and “S” indicates Science

related categories.

Based on the extracted health related category hierarchy, we 
developed a simple unsupervised method to identify health 
related articles. Specifically, we calculated health categories 
percentage, referred as hcp in (1), which measures what per-
centage of an article’s categories are health related categories. 

articleanofcategoriesoftotal

categorieshealthof
hcp

#
#

� (1)

Then given a Wikipedia article (w), the unsupervised approach 
(represented by a function f) determines whether the article is 
health related or not, by checking whether the hcp score calcu-
lated using (1) is larger than a threshold (t) or not as shown in 
(2) below.
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Supervised Approach

As shown in Figure 1, we aim to perform classifications 
among three classes: health related clinical, health related non-
clinical and non-health related. The unsupervised approach 
can distinguish only health-related articles from non-health 
related ones because no clinical related Wikipedia category 
hierarchy is readily available. Therefore we built supervised 
systems to address all the classification tasks where health 
category information, including hcp, can be integrated as addi-
tion features. 

There are four classification scenarios: (a) binary classification 
between health and non-health articles; (b) binary classifica-
tion between health related clinical and health related non-
clinical articles (given that the article was health-related); (c) 
multiclass classification among all three classes of health re-
lated clinical, health related non-clinical and non-health; (d) 
pipeline system that integrate two binary classification systems 
to first classify an article as health or non-health and then clas-
sify the article as health related clinical or health related non-
clinical if it is determined to be health related at the first step 
in the pipeline.

For a Bag-of-words feature, we tried using text from different 
sections of an article to extract unigram features, including 
title, title & abstract, and the full-text of the article. In Wikipe-
dia, the abstract of the article is the text of the article before 
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the table of “Contents.” If the article does not have a table of 
“Contents,” the entire text of the article is considered to be the 
abstract. All the words were normalized by lowercasing them, 
removing numbers and punctuations, and stemming the words 
using the Porter stemmer algorithm [18]. We also removed 
stop words such as – ‘a’, ‘and’, ‘the’ etc.

For the Wikipedia category features, we speculated that cate-
gories assigned to an article represent its semantics and would 
aid in the classification task. Therefore we explored several 
features based on the health-related category hierarchy: a) 
health related category names; b) parent category names of 
health related categories; c) health category percentage; d) 
maximum, minimum, average and standard deviation of health 
related categories’ depth levels in the Health category hierar-
chy. The hypothesis was that if an article were assigned a
health related category at a deeper level in the Health category,
it is more likely to be health related. We explored this hypoth-
esis using each category feature individually and all together. 

We chose Naïve Bayes Multinomial (NBM) as the supervised 
learning model in this study because it has shown better per-
formance on text classification tasks (e.g. [19]). Weka ma-
chine learning toolkit [20] was used for model training and 
testing. For all our machine learning runs, we explored mutual 
information-based feature selection to further improve the 
classification performance and experimented with a broad 
range of top 10 - 11,000 unigram features. Feature section was 
done based on mutual information score of each feature. 

Annotation and Gold Standard

To build a gold standard for training and evaluation, we de-
veloped an annotation guideline and asked each annotator to 
follow it and assign each article as health-related clinical, 
health-related non-clinical, or non-health related. For each 
annotation, the annotator can also enter his/her certainty level 
or “not sure” for uncertain cases.

We used the Wikipedia database dump files in the xml format 
(20120601 version accessed at http://dumps.wikimedia.org/).
To validate the hypothesis in our unsupervised approach, we 
selected articles based on 9 different health category percent-
age (hcp) ranges: 0, (0, 10], (10, 20], (20, 30], (30, 40], (40, 
50], (50, 60], (60, 70] and [70-100]. For each hcp range, 100 
documents were randomly sampled resulting in 900 articles in 
total. We then recruited 9 annotators for annotation. 

To minimize the amount of annotation but ensure the meas-
urement of inter-annotator agreement, each annotator annotat-
ed a total of 120 articles with 40 articles overlapping with two 
other annotators (20 for each). We reported each annotator’s 
agreement with two other annotators. Overall, 720 articles 
were annotated once (80 articles for each of 9 annotators) and 
180 articles were annotated twice. 

After the annotation, we excluded 14 (out of the 720 single
annotator) articles because the certainty was marked as “not 
sure.” For articles being annotated twice, we found 40 articles 
were in discrepancy, 31 of those articles were assigned con-
sistent certainty levels (both sure or both unsure), and 9 arti-
cles were inconsistent in certainly. For a gold standard, we 
excluded those 31 articles with the same annotation certainty 
but differed in their annotations, and kept the annotations of 
“sure” cases when two annotators indicated different annota-
tion certainty (one was sure and the other was unsure). The 
final gold standard was comprised of 855 articles, of those,
208 articles were tagged as “Health related clinical”, 112 as 
“Health related non-clinical” and 535 as “Non-health related”.

Results

Gold Standard: Agreement and Statistics

Table 1 shows the inter-agreement in our annotation using 
Kappa coefficient, a widely used statistical measure of inter-

rater agreement taking into account the agreement by chance.
We can see that using “sure” annotations improved the Kappa 
score across different settings, achieving the best score of 
0.721 for Health/Non-health annotations. 

Figure 3 shows number of articles annotated as health or non-
health related as a function of incremental percentage of 
health-related categories assigned to articles. The results show 
that when the percentage increases, all health-related annota-
tion increase, and non-health related annotation decrease. 

Table 1 - Kappa Coefficient for three set of categories

Categories evaluated
Article coverage

All articles Only sure 
articles

All three categories 0.595 0.649

Health/Non-health 0.664 0.721

Health related clinical/Health 
related non-clinical 0.535 0.615

Figure 3- Percentage of annotations for different classes cor-
related with the percentage of health related categories as-

signed to the Wikipedia articles

Unsupervised baseline using health category percentage

Unsupervised baseline systems based on different thresholds 
were evaluated and the results are shown in Figure 4. When 
the threshold is 50%, i.e. the article will be tagged as health 
related if its health category percentage is larger than 50%, the 
baseline system achieved the best performance of Macro F-
measure at 74.82% and Micro F-measure at 76.72%. It also 
validates that health category information is helpful in identi-
fying health-related articles. Systems using thresholds less than 
50% performed better than systems using thresholds larger 
than 50%, suggesting that articles annotated as “health related” 
in the gold standard typically didn’t have very high health cat-
egory percentages in Wikipedia. 

Figure 4 -Baseline system performance based on different 
health related percentage values
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Supervised learning system

We explored three BOW feature settings: the title of the article 
only, title and abstract of the article, and the full-text of the 
article. We found that using the title and abstract of the article 
gave the best results. We also compared NBM classifier with 
Supported Vector Machines (SVM), and found that NBM 
slightly outperforms SVM in most settings. Due to space limi-
tations, we only reported the results using the title and abstract 
of the articles with the NBM classifier. For results using fea-
ture selection, the best result is reported and values after ±
indicate standard deviation in all the tables. The experimental 
results below are all based on 10-fold cross validation on our 
gold standard dataset.

Binary classification

We first attempted binary classification to classify health and 
non-health articles, and to classify health related clinical and 
health related non-clinical articles. Table 2 shows the results 
of classifying health and non-health articles. Here “hcp” indi-
cates health category percentage, “cat” indicates health related 
category names assigned to the article, “parent” represents 
parent category names of the assigned health related catego-
ries, “level” means descriptive statistics of category levels in 
the health-related category hierarchy, and “all_cat” means us-
ing all the category features together, “FS” means feature se-
lection, and the number of features selected in the best setting 
is shown in the parentheses.

Table 2- Performance of classifying health and non-health
articles.

Features Used
W/O FS With FS

Macro F1 
(%)

Micro F1 
(%)

Macro F1 
(%)

Micro F1 
(%)

BOW 85.68 ± 
3.84

86.68 ± 
3.56

86.04 ± 
4.52

86.91 ± 
4.23

BOW+ hcp 81.20 ±
2.68

81.75 ±
2.83

86.56 ±
2.98

87.32 ±
2.80

BOW + cat 85.38 ±
3.71

86.42 ±
3.43

86.17 ±
4.55

87.03 ±
4.26

BOW + parent 87.40 ±
4.55

88.24 ±
4.23

87.26 ±
4.70

88.12 ±
4.37

BOW + cat+parent 87.91 ±
4.53

88.72 ±
4.23

87.91 ±
4.53(all)

88.72 ±
4.23(all)

BOW + level 85.05 ±
4.18

86.14 ±
3.85

86.31 ±
4.64

87.14 ±
4.33

Bag of words + all_cat 85.94 ± 
2.97

86.56 ± 
2.96

87.89 ± 
2.70

88.64 ± 
2.52

We can see that for health/non-health classes, the best F1-
score, 88.72%, was seen when we used bag of words with as-
signed category names and parent category names. This might 
be because the category names provided a higher level of se-
mantics that may have helped overcome the data sparse prob-
lem. It shows that “hcp”, “cat” and “level” don’t seem to be 
helpful without feature selection, but they can make a better 
contribution with feature selection. This indicates that individ-
ual features in the same feature group can contribute different-
ly. For the health related class, it achieved a precision of 
86.47% and recall of 83.44%. Similar trends were found in 
classifying health-related clinical and health-related non-
clinical articles, achieving the best results at the 
“BOW+cat+parent” setting resulting in a micro F1 of 89.36% 
and macro F1 of 88.06%. Here in Table 3 we show the best 
settings compared with the baseline. For the health-related 
clinical class, the best setting achieved the precision of 
88.75% and recall of 96.62%. 

We found that although each category feature type can help 
with performance, using all category features will introduce 
noise, leading to decreased performance. One difference be-
tween the two binary settings is that “hcp” and “level” are 

helpful with feature selection for health vs. non-health, but not 
for classifying health related clinical and health related non-
clinical articles. We speculate that the health category percent-
age and level features are originated from the “Health” catego-
ry in Wikipedia where no such a clinically related category 
hierarchy is available.

Table 3 - Performance of classifying health related clinical 
and health related non-clinical articles. 

Features Used

W/O FS With FS

Macro F1 
(%)

Micro 
F1 (%)

Macro F1 
(%)

Micro F1 
(%)

BOW 84.21 ± 
7.29

85.99 ± 
6.45

85.36 ± 
7.69

87.14 ± 
6.45

BOW + cat+parent 88.06 ±
4.91

89.36 ±
4.40

88.06 ±
4.91(7000)

89.36 ±
4.40(7000)

Classification on all the three classes

We build two classification systems to automatically identify 
an article into one of the three classes: health related clinical, 
health related non-clinical and non-health. The first is a pipe-
line system which consists of two binary classifiers. The sec-
ond system is a single multiclass classifier.

We observed that the single multiclass classifier achieved the 
best micro F1 of 85.37% and macro F1 of 78.38% among dif-
ferent settings, slightly outperforming the pipeline classifier’s 
best micro F1 of 83.91% and macro F1 of 75.71%. Both 
achieved the best performance when selecting 500 features. In 
the best multi-classification setting, the precision and recall of 
identifying clinical health related documents is 80.56% and 
93.76% respectively. Similar to previous experiments with 
clinical vs. non-clinical classification, “hcp” and “level” fea-
tures didn’t help in either multiclass classifier or pipeline clas-
sifier even with feature selection. We also found that “cat” and 
“parent” features provide stable performance gain, but differ-
ent from previous experiments, the “BOW+parent” yielded a 
better performance than “BOW+cat+parent” in classifying 
articles into three classes.

Discussion

We explored Wikipedia’s category hierarchy in our study, 
showing that features such as derived category names and par-
ent names can be helpful. Note that the extraction of health 
related hierarchy is not error free, which might hold off the 
potential of related features. We also noticed that feature se-
lection plays an important role in this task, and it chooses dif-
ferent numbers of features for different classification settings. 
Normally, binary classification would choose many more fea-
tures than the multiclass classification and pipeline classifica-
tion, which may be because it is prone to over fitting for binary
classifications. 

We conducted error analysis on misclassified articles. One 
type of errors was observed when the annotator incorrectly 
assigned the class. For example, “Patrick Mullie” is an article 
about an epidemiologist, who works on cancer and vitamin D. 
In Health vs. Non-Health classification, system identified this 
article correctly as “Health,” while the annotator annotated it 
as “Non-health.” Many such cases were observed when the 
article was about a physician or a healthcare organization. In 
case of health related clinical versus health related non-
clinical, we also found cases where the system identified the 
class correctly but the annotator did not, for example “List of 
disorders of foot and ankle” was annotated as “Health related 
non-clinical” by the annotator, but the system correctly classi-
fied it as “Health related clinical.”

Another type of error comes from the fact that the system re-
lies on bag-of-word features, causing confusion for the system.
For example, the article titled “total petroleum hydrocarbon” is
incorrectly detected as “Health-related clinical” by the system, 
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because the article contains chemical text, which is common in 
drug names and other clinical articles.

The final limitation in our system is that it lacks the capacity of
deep semantic understanding. For example, “Damping off” is a 
plant disease. The article on “Damping off” was incorrectly 
classified by the system as “Health related clinical” because 
the article discusses diseases, but the system cannot infer that 
this disease is not a human disease and so it is not related to 
the “Health related clinical” class based on our definition.

Conclusions and Future work

In this study, we explored textual features and Wikipedia’s
category hierarchy structure to identify health related content 
from Wikipedia. Our experiments show that features derived 
from the health related Wikipedia category hierarchies are
helpful in identifying health related articles, but not all of them 
help to identify clinically relevant articles. The supervised 
approach that we have presented achieved promising results, 
suggesting that it could be effectively incorporated into exist-
ing clinical QA systems to improve the efficacy and accuracy. 

For future work, we may explore additional learning features, 
such as syntactic parsing and Wikipedia hyperlinks, to further 
improve the classification performance. Furthermore, we plan 
to incorporate the classifier into a clinical QA system and
evaluate the practical effectiveness of improving the quality of 
machine generated answers.
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