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Abstract 

Objective: In the context of past and current SNOMED CT 

translation projects we compare three kinds of SNOMED CT 

translations from English to German by: (t1) professional 

medical translators; (t2) a free Web-based machine transla-

tion service; (t3) medical students.  

Methods: 500 SNOMED CT fully specified names from the 

(English) International release were randomly selected. Based 

on this, German translations t1, t2, and t3 were generated. A 

German and an Austrian physician rated the translations for 

linguistic correctness and content fidelity.    

Results: Kappa for inter-rater reliability was 0.4 for linguistic 

correctness and 0.23 for content fidelity. Average ratings of 

linguistic correctness did not differ significantly between hu-

man translation scenarios. Content fidelity was rated slightly 

better for student translators compared to professional trans-

lators. Comparing machine to human translation, the linguis-

tic correctness differed about 0.5 scale units in favour of the 

human translation and about 0.25 regarding content fidelity, 

equally in favour of the human translation. 

Conclusion: The results demonstrate that low-cost translation 

solutions of medical terms may produce surprisingly good 

results. Although we would not recommend low-cost transla-

tion for producing standardized preferred terms, this ap-

proach can be useful for creating additional language-

specific entry terms. This may serve several important use 

cases. We also recommend testing this method to bootstrap a 

crowdsourcing process, by which term translations are gath-

ered, improved, maintained, and rated by the user community. 
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Introduction 

Background 

The use of terminological standards throughout Europe is in-
creasingly being requested for both routine documentation 
and secondary use scenarios. SNOMED CT has a great poten-
tial to take that role as the most comprehensive medical termi-
nology developed to date [1,2]. Translated versions are impor-
tant for bringing value-added applications into clinical routine 
in non-English speaking countries.  

 

Survey of current translation projects 

Besides the US and UK versions, a complete (Latin Ameri-
can) Spanish translation of SNOMED CT is being maintained 
by the International Health Standards Development Organisa-
tion (IHTSDO) [3]. Since the creation of this organisation in 
2007, the need for translation has become apparent to non-
English speaking member countries. Guidelines were elabo-
rated by the Translation Special Interest Group of IHTSDO 
[4], and three major translation projects were initiated, of 
which two are complete. One of the first countries to set up a 
translation project was Denmark [5]. It was completed in 
2009. The Swedish translation [6] was completed in 2010. 
Both countries used the same workflow. The translation of 
SNOMED CT into Canadian French [7] is ongoing. All 
SNOMED CT translations vary in quality and extent. For in-
stance, the Danish and Swedish versions are restricted to the 
translation of preferred terms thus lacking synonymous de-
scriptions.  
Other European countries have decided to translate minor 
parts of SNOMED CT (Belgium, Lithuania, Estonia, Spain), 
focusing on subsets. The Netherlands have decided to educate 
clinicians in SNOMED CT before they begin to translate into 
Dutch, also starting with smaller reference sets needed in the 
health care sector. 
There also exists a German translation, finished in 2004. In 
2002, the College of American Pathologists (CAP) had com-
missioned a Dutch translation company to translate SNOMED 
CT into German, a process that consumed about 11.5 person 
years, carried out by nine medical translators for translation 
and review, enhanced by eight medical doctors in the editorial 
board. This version has never been released, as for none of the 
countries in which German is an official language has a road-
map for introducing SNOMED CT. The hesitation is partly 
due to the opinion that there is not enough evidence for bene-
fit of SNOMED CT in large scale applications [8]. Another 
reason is the non-uniform attitudes toward SNOMED CT in 
the German healthcare industry. The German Association of 
the Healthcare IT Industry (VHitG) confirmed that some 
healthcare providers, whose products rely on custom termi-
nology solutions, fear that their market position will be weak-
ened with the introduction of SNOMED CT. The partly ex-
hausting experiences with the introduction of the German 
electronic health card [9,10] currently hamper the discussions 
about novel technologies.   
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As the abovementioned translation projects attested, translat-
ing a huge terminology like SNOMED CT with more than 
300,000 preferred terms is costly both in terms of human and 
time resources. One could argue that for applications that re-
quire less accurate translations, machine translation technol-
ogy could be employed. The field of machine translation is 
rapidly developing, mostly due to the availability of huge 
training data on the web [11]. Free Machine translation inter-
faces have been offered to WWW users by the main search 
engine providers, e.g. Google Translate [12], and they have 
become increasingly popular. For the German language, a 
group of professional translators recently evaluated the quality 
of this service on a mixed corpus. The professionals rated the 
linguistic correctness with the grading of 1.5 (out of 6), corre-
sponding to "good – very good", whereas the correctness of 
the content was rated 4.5 (out of 6), which is corresponds to 
"sufficient to poor". The conclusion was that machine transla-
tion cannot seriously compete with human translation [13].    

Purpose of This Study 

The objective of this study is to compare translations of 
SNOMED CT fully specified names which are provided by 
professional medical translators, the Web-based general scope 
translation software Google Translate, and by lay translators 
(medical students).  

Materials and Methods   

Preparation of the Translations 

The study is based on the international SNOMED CT release 
from July 2012 and the unofficial German translation from 
2004, provided by the IHTSDO for evaluation purposes. In 
order to ensure comparability with the German version, only 
=concepts active in either version were considered. Through 
the assignment of random numbers to each concept we drew a 
random sample with n=1000 concepts. Half of this sample 
was used to train translators and raters. Out of the other half, 
the following term sets were created: 
• (t0) English fully specified names (UK English), extracted 

from the July 2012 International Release; 
• (t1) Corresponding German fully specified names, ex-

tracted from the 2004 unreleased German translation; 
• (t2) Machine translated version using the WWW interface 

of Google Translate; 
• (t3) Human translated version produced by two German 

medical students. 
For the machine translation (t2), we submitted the complete 
list of English terms (one per line, without hierarchy tags) to 
the Web interface and harvested the translated output. The 
two medical students, who produced t3, had received only 
short instructions. They were told to translate the terms as 
literally as possible, but equally targeting correct German 
spelling and grammar. Non-translated words were allowed as 
long as the English (or Latin) original words were also com-
monly used in German medical texts. The translators were not 
given the IHTSDO translation guidelines, because they had 
not yet officially released in 2004 when t1 was produced.  
Both medical students worked independently. Each of them 
translated 300 terms, so that 100 terms were translated twice 
in order to acquire data for computing the inter-translator 
agreement. Translation disagreements were not settled. Of the 
terms translated twice the selection was done by random.   

Experimental Setting 

After harvesting all translations, a table was created in which 
the three translations (t1, t2, t3) were juxtaposed to the English 
source in random order. Thus blinded, each translation was 
submitted to expert rating and rated on a three-point ("green" 
(3), "yellow" (2), "red" (1)) scale. The rating was done by the 
2nd and the 5th author, both physicians. "Green" meant that the 
translation was fully acceptable, "yellow" meant acceptable 
with modifications, "red" unacceptable. This explains why we 
considered a three-point scale as sufficient. Compliance with 
the IHTSDO translation guidelines was not tested, in order to 
not introduce a bias that would penalize the 2004 German 
translation.      
Each term was ranked by two criteria, viz.:   
a. The linguistic correctness of the translation. Here, with-

out consideration of the source, the correctness of gram-
mar rules and the vocabulary choice was assessed. Terms 
with unusual non-translated words, grammar or spelling 
errors, would diminish the quality judgment, even if the 
translation is intelligible.  

b. The fidelity of the translated content. Here, the only crite-
rion was the closeness in meaning of the translated term 
to the meaning of the original. This included non-
translated terms or terms belonging to a different lan-
guage register (e.g. patient language), as long as the term 
could be expected to be intuitively understandable by an 
average medical practitioner. 

As an outcome variable, the average rating of each translation 
type was computed for both linguistic correctness and content 
fidelity. For the estimation of inter-rater reliability, 150 terms 
were rated by both raters. 
Besides the human comparison, a semantic proximity meas-
urement was performed, using a morphosemantic abstraction 
tool, which extracts meaning-bearing atomic fragments from 
medical terms and maps them to a concept-like interlingua 
covering several European languages [14]. As an output of 
this process, for each medical term a representation in the 
form of interlingua set tokens L = {l1, l2, …lk, … ln} was gen-
erated.  
As a similarity metric we used a modified Jaccard distance 
metric, in which the sequence of elements is ignored: 
 
J = (|Union (La, Lb)| – |Intersection (La, Lb)|) / |Union (La, Lb)| 

Analysis 

All statistical analyses were computed with the statistical 
package R version 2.15.1 [15]. Exact Fleiss’ kappa was calcu-
lated for three-categorical inter-rater reliability both for lin-
guistic correctness and content fidelity. For comparison of 
linguistic correctness and content fidelity between translation 
groups (t1, t2, t3) ANOVA was used. To estimate the influence 
of translation group and/or semantic proximity on the rating of 
linguistic correctness and content fidelity uni- and bivariate 
regression was calculated. 

Results 

Translation Time Per Term 

The two students needed, on average, 90 seconds per term. 
Based on a person year of 1432 hours, according to OECD 
data for Germany, the translation of 360,000 fully specified 
names (as in the unreleased German version) would then 
amount to 6.3 person years.  
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Quality of Translations and Ratings 

Prior to the experiment, the concordance of the student trans-
lations was semi-quantitatively estimated. The comparison of 
the translation for the 100 SNOMED CT concepts that were 
translated twice yielded the following results (see Table 1):   

Table 1 – Comparison of terms translated twice (n=100) 

Term concordance Count 

No synonymy 11 

Close synonymy 20 

Complete synonymy 25 

Minor differences in spelling and punctuation 17 

Verbatim agreement 27 

 
In the scope of the rating experiment, the inter-rater reliability 
was fair with 0.4 for linguistic correctness and 0.24 for con-
tent fidelity (Exact Fleiss’ kappa). A possible explanation for 
the lower kappa on content fidelity might be that the inter-
individual variability on the interpretation of near-to-correct 
or near-to-wrong expressions is higher, due to different intra-
individual mechanisms in constructing “meaning” than the 
more rigid judgment on spelling and grammar for which clear 
rules exist.    

Quantitative Comparison of Translations 

Mean ratings and confidence intervals for the three transla-
tions t1 - t3 are given in Table 2, based on the 3-point scale 
used for rating. The semantic proximity measurement results 
obtained by the morphosemantic indexing method are given in 
the last row, with the values in the interval [0-1].  
In terms of linguistic correctness, both human translation sce-
narios (translation experts vs. medical students) had the same 
average ratings, which was about half a rating unit higher than 
the rating of the machine output.  

Table 2 – Ratings of content fidelity and linguistic correctness 

(mean and 95% confidence intervals). All mean differences 

between translation groups t1 and t2, and between t2 and t3 

(humans translators vs. machine translation) are highly sig-

nificant (p<0.001), except for the semantic proximity on t2 and 

t3 (n.s.). All differences in means between t1 and t3 (human 

translators) are not significant except for content fidelity 

(p<0.05) 

 t1 
Professional 

Translators  
 

t2 
Google  

Translate 

t3 
Medical  

Students 

Linguistic 2.84 2.23 2.84 

Correctness 2.80 – 2.88 2.18 – 2.29 2.81 – 2.88 

Content 2.78 2.54 2.86 

Fidelity 2.75 – 2.84 2.45 – 2.60 2.83 – 2.9 

Semantic 0.45 0.52 0.49 

Proximity 0.43 – 0.48 0.49 – 0.55 0.45 – 0.51 

 
Analysing the content fidelity, the medical students' transla-
tion was rated, on average, with 0.08 slightly higher than ex-
pert translators, which is significant at a 95% level. The dif-
ference between human and machine translation is smaller 

than in the linguistic assessment, with a difference of 0.24 
(experts vs. machine) and 0.32 (students vs. machine). The 
values of the semantic proximity were highest for machine 
translation (t2), and lowest with regard to expert translation 
(t1).  

Table 3 – Regression analysis for uni- and bivariate models 

(LC: linguistic correctness, CF: content fidelity). The group 

with the professional translators (t1) is reference category for 

the categorial variable t.  Insignificant models are omitted. In 

all cases, the semantic distance explains only a small part of 

the variance. 

 
Linear regression analysis was used to estimate the predictive 
relationship of translation group and / or the semantic distance 
on the human rating of linguistic correctness and content fi-
delity. Table 3 shows regression coefficients (βvar) and R

2 for 
uni- and bivariate models. As expected, the univariate model 
confirms the group analysis from Table 2. However, the 
bivariate model explains only slightly more of the variance 
than the univariate model due to the small explanatory power 
of the semantic distance in the model. 

Discussion 

In this study we compared SNOMED CT preferred term trans-
lations from different sources. Surprisingly, the student trans-
lations were rated as being equal in spelling and grammar, and 
better in content compared to the quality of reviewed profes-
sional translations. This advantage might be due to the layper-
sons' more practically oriented language shaped by daily 
communication needs.  
The comparison of human translations to the output of a ma-
chine translation engine that had not been specifically trained 
in medical texts is equally astonishing. Whereas the machine-
translated result was 0.5 points lower regarding language cor-
rectness, the difference in content intelligibility was only half 
of this. This finding contradicts the result reported in [13], 
where the language aspects of machine translations were rated 
as much more acceptable than the content aspects. This may 
be explained by the fact that the translation of terms is gener-
ally less error-prone than the translation of normal text.  
The semantic proximity measure was lowest for the profes-
sional translation (t1) and highest for the machine translation 
(t2). The latter may support the acceptability of the machine 
translations, but should not be over-interpreted. The lower 
result for t1 may reflect the professional translators' tendency 
towards more idiomatic translations.   

Limitations of the Study 

In its current layout this studies has several limitations, such 
as: 
• The sample size is small for a rating experiment in which 

only small differences between groups are present, while 
the variance is high. Nevertheless, we succeeded in show-
ing the significance of 0.08 units of difference. 
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• The same applies to the number of raters. Only two raters 
cannot represent a diversity of medical professions and 
background knowledge, which influences the estimation 
of linguistic correctness and even more of content fidel-
ity. 

• The weak definitions of quality criteria for judging con-
tent. The inter-rater reliability was much lower than for 
linguistic correctness. We assume to gain more homoge-
nous results between raters providing more precise guide-
lines. On the other hand, the very open rating on content 
fidelity in this experiment might better approximate the 
flexibility between humans in the “understanding” of lan-
guage and is thus more generalizable in reality. 

• The sample size was too small to stratify the experiment 
along semantic tags (disorders, procedures, substances, 
organisms etc.) for which we observed various degrees of 
variation and translation quality. For instance, there was 
no need to translate Linnaean terms (e.g. Escherichia 
coli), as all of them were in Latin.   

Conclusions and Further Research 

Machine translation and the employment of student translators 
are considerable alternatives to facilitate the translation of 
standardized medical terms. However, this approach must be 
very carefully pondered and should be limited to certain uses 
that are not prone to affect patient safety. Both methods are 
not acceptable for the production of fully specified names that 
can be considered a terminological standard for the target lan-
guage. However, our "suboptimal" translations can be re-
garded as additional (quasi-)synonymous descriptions, and 
may therefore be useful for content retrieval or semantic anno-
tation of clinical texts. For the use in data acquisition forms 
the corresponding English fully specified name or preferred 
term should remain visible. Here, their use should be re-
stricted to user groups that understand English medical terms. 
The combination of machine-translated text with subsequent 
post-editing by humans could be another translation strategy 
that reduces time and produces quality translations.  
An interesting route to be further explored could be the use of 
crowdsourcing mechanisms for terminology maintenance. 
Here, the English standard term would be displayed together 
with a machine-generated translation. Users can then add al-
ternative translations and rate the quality of translations. In 
additional iterations, bad terms could be ruled out and the best 
translations would be determined. By this method, a rich re-
pository of synonymous term variants would evolve, which 
could become an important resource for natural language 
processing on medical texts. We also hypothesise that 
SNOMED CT concepts for which a great variation of terms 
with rather low rating results observed are ambiguous ones, 
which should be submitted to quality review.  
Finally, a larger study would allow us to measure translation 
quality stratified by SNOMED CT subhierarchies.   
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