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Abstract 

Content-based image retrieval (CBIR) has often been pro-
posed to assist medical decision making in complement to 
textual information search. However, applications of this nov-
el technology have rarely reached the end users. The study 
presented in this paper describes the design and setup for per-
forming pilot user tests in order to assess a medical infor-
mation retrieval system that supports CBIR with the goal of 
having more detailed tests with an updated system. Five indi-
viduals with medical education participated in the study at the 
University hospitals of Geneva. They were recorded and ob-
served while interacting with the system, and then provided 
feedback on the usability of the system. Participants seemed to 
understand the concept and practical uses of the new tools,
and needed 10-15 minutes to feel confident with the system. 
The results of this pilot study will be used for improving the 
system functionalities as well as an input for designing a new 
iteration of larger-scale user tests among radiologists.
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Introduction  

Images are produced in a quickly increasing variety and quan-
tity, and are essential in many aspects of medical diagnoses
and treatment planning. Much of the knowledge stored in im-
ages is little exploited as access to the visual image infor-
mation is rarely possible. Content-based image retrieval 
(CBIR) uses the visual content of example images to retrieve 
other images or cases. Over the past 15 years, CBIR has been 
considered promising for assisting information search in the 
medical fields and several systems have been developed [1].
However, most systems were technology-driven and very few 
applications reached the end users or integrated into the medi-
cal professionals’ workflows [2].
User-centered design (UCD) [3] has been used for several 
decades in industry [4, 5], and medical applications [6]. It is 
driven by user requirements and feedbacks to improve the 
product’s usability, and user experiences. A few aspects of 
UCD have also been used for CBIR [7].

UCD in software development includes key elements involved
user feedbacks to the design and development of the applica-
tion. The first element is investigation and understanding of 
the user requirements [8] which are needed to identify the gen-
eral design directions. User-centered evaluation is another 
important part of UCD, which needs to be performed in the 

early stages of the development [10] and is seen as an iterative 
process throughout the development cycle [5]. The key ele-
ments are also described in the ISO standard for the Human-
centered design for interactive systems (ISO 9241-210, 
2010)1.

User-centered evaluation is often performed in the form of 
empirical usability tests, having a number of target users to 
interact with the system. Usability of the system is assessed 
with factors such as learnability, efficiency, effectiveness, 
memorability, and satisfaction [10]. Various methods exist for 
conducting these tests, including thinking aloud, direct or rec-
orded observation of the interaction, survey forms, and log 
analysis. A survey on common usability testing techniques and 
tools is presented in [11]. A more detailed description of im-
portant aspects of usability test design can be found in [12].

An important aspect when designing a usability test is the 
number of participants required. Early studies have discovered 
that a single individual is not able to detect all usability prob-
lems but 3-4 are sufficient [13]. In [14], it is suggested that 
five users are enough, while other studies have questioned this 
choice [15, 16]. The exact number of participants remains an 
open question, although in [17], it is explained that five partic-
ipants are indeed enough for each iteration of an iterative user-
centered evaluation.

In this article, the design choices, the setup, and the prelimi-
nary results of the first round of the user-centered evaluation 
of the Khresmoi2 search engine are presented. This system 
aims at assisting general practitioners, the general public, and 
radiologists in accessing trustable biomedical information. 
These three target groups have differing search behaviors,
goals and information requirements. Thus, the system is divid-
ed into three subsystems, designed to correspond to the needs
of each target groups. Following the same concept, usability 
tests are designed and conducted separately in each target 
groups, concentrating on domain-specific research questions. 

This study focuses on the pilot tests on the Khresmoi subsys-
tem developed for radiologists. The system combines text and 
CBIR search for finding and navigating through scientific bi-
omedical articles and their images. The prototype design is 
based on the investigation of the image use behavior of radiol-
ogists [18]. The development is based on the Parallel Distrib-
uted Image Search Engine (ParaDISE [19]) and ezDL [20].

1 http://www.iso.org/iso/catalogue_detail.htm?csnumber=52075
2 http://www.khresmoi.eu/
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Three research questions that iterative user-centered evalua-
tion tries to answer for the particular subsystem are:

� Does the Khresmoi system improve current search for 
information in radiology (which is mainly patient-
centered or using Google on the Internet)?

� Does it cover unmet information needs and to what 
extend?

� Which functionalities are useful and which tools need 
to be improved/changed/added?

The objective of this first iteration is an initial assessment of 
the integrated system to identify the most important usability 
problems and missing functionalities and to redefine the user 
study protocol for larger scale user tests.

Materials and Methods

User study protocol

After defining the research questions, appropriate methods for 
recording measures of the usability of the system need to be 
identified. Next, tasks that the participants perform need to be 
carefully chosen regarding the research questions and the as-
sessment aspects. Finally, a step-by-step outline of a session is 
prepared. A combination of the proposed guidelines of [10]
and [12] was followed in this study. 

In order to assess the usability of the system, the following 
measures were used: efficiency, effectiveness, and user satis-
faction. For efficiency, the time required to find the first rele-
vant result during each task was measured. For effectiveness, 
the number of relevant documents found during each tasks was 
measured. The participants’ computer screen and facial ex-
pressions were observed and video recorded during their inter-
action with the system. Finally, for evaluating the user satisfac-
tion, survey forms and open discussion with the participants
were used. 

The recruitment of participants was done via personal contacts 
and people who volunteered to take part in the study are at the 
radiology department of the University hospitals of Geneva.

Session outline

Each session of the user tests consisted of the following steps:

1. Introduction to the Khresmoi project, the existing 
search system, and the user test goals.

2. Tutorial video on the system tools and functionalities.

3. Demographic survey.

4. Guided user tests in clear scenarios.

5. Survey on the satisfaction with the tools and func-
tionalities.

6. Free possibility to use the system.

7. Survey on the satisfaction with the system, and open
discussion.

The introduction intended to help the participant understand 
the concept of the system and to motivate him/her to do the 
test. Then, the video demonstration of the system introduced 
the tools offered by the application. During steps 3-7, the par-
ticipant was observed by the observer to identify potential 
shortcomings of the system or the user study design itself. The 
observer was instructed to have a neutral attitude, allowed to 

help only when the participant was blocked and could not pro-
ceed with a task.

Task design and description

The design of the tasks took into account that the participants
need to use most of the system tools and functionalities and 
cover the information needs of the target user group. They had
to describe realistic scenarios that appear in clinical and aca-
demic workflows. For this reason, two groups of tasks were 
used: Four 2D image search tasks and two article search tasks. 
A subset of the ImageCLEF20123 medical image-based and 
case-based retrieval task topics was used respectively. The 
topics for the image-based task were selected after the log 
analysis of queries to a radiology image search engine [9],
while case-based topics consisted of cases included in an edu-
cational database [21].

Session setup and tools used

For observation and recording, the commercial Morae4 men-
tioned in [11] was used. Morae allows screen and face video 
recording, remote observation, and inclusion of introductory 
text, questionnaires, and task descriptions on screen. It is also 
compatible with commonly used statistical packages for result 
analysis and presentation. 

A combination of a modified version of the System Usability 
Scale (SUS) [22] and the Questionnaire for User Interaction 
Satisfaction (QUIS) [23] was used for the user satisfaction 
survey forms. Open questions for providing comments on spe-
cific aspects of the system and suggestions for improvements 
were added. To get preliminary answers to the research goals, 
questions about the novelty, usefulness, and intention of use of 
the system were added.

The setup of the session includes hardware, software prepara-
tion, and training sessions of the observer to get familiar with 
the recording tool and the study purpose. The hardware used 
in each session includes two Windows computers – one for the 
participant and one for the observer. The Khresmoi client was 
downloaded to the participant’s computer and Morae was in-
stalled on both computers. 

At the end of each session, the files containing the recordings, 
the answers to the surveys, and the observer’s notes were ac-
quired. The details of preparing, setting up and running a ses-
sion were added into a document to facilitate the experiment 
reproducibility.

Results

Demographics

Five individuals (2 females, 3 males) participated in two sets 
of parallel sessions at the University hospitals of Geneva. All 
participants were below 30 years old, with two of them below 
25. Two participants had radiology background (one specializ-
ing in bones), one was a non-radiology intern and two were 
final year students in medicine. All participants declared fre-
quent computer use. Three persons answered to search for 
medical info more than once per day, one answered once per 
day, and one answered once per week.

3 http://www.imageclef.org/2012
4 http://www.techsmith.com/morae.html
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Efficiency - Effectiveness - User satisfaction

The mean time for retrieving the first relevant result during the 
2D image search tasks was 158 seconds. This time included 
choosing image examples, investigating the results, and judg-
ing a result as relevant. This time includes only the cases when 
a relevant result was found. For case-based retrieval tasks, the 
respective mean time was 179 seconds. 

The mean number of results selected as relevant was 5 for the 
2D image search tasks and 2.6 for the case-based search. One 
participant (one still studying medicine) did not select any 
relevant results for all tasks. 

User satisfaction on the specific system aspects was measured 
in a Likert scale where 1 was strongly negative and 5 was 
strongly positive. Results are given in Figure 1. 

Figure 1- Median of measuring user satisfaction over specific 
system aspects in a Likert scale (1=strongly negative, 

5=strongly positive).

The median for system response time was 4 in a Likert scale.
The same median was obtained for system reliability. In terms 
of results quality and presentation, the median was 2 and 3 
respectively, while both ability to correct mistakes and system 
design to be used by all levels of users obtained a median of 4.  

All questions about the user intention in academic, research,
and clinical work obtained medians of 4. Finally, questions
regarding the practical usefulness of the novel features of the 
system obtained a median of 5 out of 6 due to a design error. 
This was excluded from the global user satisfaction evaluation. 
User satisfaction results over general aspects of the system are 
presented in Figure 2.

Figure 2- Median values of measuring general user satisfac-
tion about the system in Likert scale. 

The median for the questions about intention to use the system 
frequently was 4. The same median was obtained for easiness 
to use and consistency. The median for using the system with-
out technical support was 5 and the same score was achieved 

for easiness to learn. Finally, the participants answered that 
they felt confident when they used the system and that they 
could use the system without prior training giving a median 
grade of 4.

In order to assess the global satisfaction of each participant,
the mode over the general satisfaction questions was taken, 
measuring the most frequent grade given (Figure 3). Also, for 
measuring the consistency of this satisfaction, the frequency of 
mode was given (Figure 4).

Figure 3- Mode values for each participant over the global 
satisfaction question in a Likert scale. 

Figure 4- Mode frequency for each participant over the global 
satisfaction question.

Open questions - propositions

Much feedback was given on the open questions on specific 
aspects of the system as well as the propositions section. All
open responses were grouped into similar comments. Redun-
dant comments were removed and all comments were transmit-
ted to the development team. Frequent comments include:

� Complaints about CBIR performance were frequent as 
often several irrelevant results were ranked highly;

� Zooming in/out images and level/window settings were 
considered important additional features;

� Displaying more information about the images in the 
result lists was also requested;

� Radiology related functionalities (contrast adjusting 
etc.) were proposed;

Below are some of the comments given in their raw form 
(translated from French):
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� The search for associated articles is interesting at this 
stage; the search by images would also be useful if vis-
ual results were more relevant.

� As a student, search results have to be extremely rele-
vant because we do not have the knowledge to exclude 
bad images on our own.

� It seems reliable more or less, I feel like it has difficul-
ties distinguishing CT scan images from MRIs.

� More information on the description of images could be 
interesting to narrow down searches. A zoom in on an 
image in the 'details' section would be useful.

� There is no text below images in the result list. Difficult 
to get a good idea of the image «at a glance» when they 
are small.

� The tool reacts very well to its use, no delay, no bug, 
tasks we are asked to do are rapidly performed.

� Takes 15 minutes to be comfortable.

Discussion

Lessons learned: user tests

The user tests presented are the first iteration of the user-
centered evaluation, so focus was given on evaluating the user 
test design as well. Research questions have to be clearly de-
fined and evaluation indicators carefully chosen. 

One of the main outcomes is that a video tutorial alone is not 
enough and a user often requires exploring by himself the new 
functionalities before proceeding to complex information 
search tasks. This can limit the effectiveness of information 
finding during the early tasks and makes them less appropriate 
for performance comparison (text search vs. visual plus text 
search). For this purpose, the inclusion of a tutorial task after 
the video may be useful, where users will be asked to perform 
very simple tasks using the tools. 

Some task descriptions and questions of the survey were not 
completely clear and this may cause misunderstanding results 
retrieved by the participants. It was also observed that partici-
pants often did not read the tasks in full detail and often per-
formed slightly different actions than the ones the task asked. 
This resulted in inaccurate evaluation of some users. There-
fore, to improve accuracy, the task descriptions need to be 
short and clear and even an additional oral description needs 
to be given, pointing out the important parts of the task. Mis-
understanding will thus be less likely to affect the effectiveness
of the participants.

The use of a commercial recording and observation software 
such as Morae has both advantages and drawbacks. All infor-
mation that the participant needs for performing the test can be 
found on his/her screen and no transition to paper is needed. It
also provides results in a unified digital format that is easy to 
transfer to statistical packages to analyze, and present in a 
meaningful way. It allows indirect observation (as the observer 
can remotely observe the user’s screen and face), which re-
moves some of the subjects’ stress of being observed. On the 
other hand, the use of such a tool increases the hardware and 
software requirements and is prone to software crashes. More-
over, purchasing a commercial product depends on the availa-
ble resources. It needs to be noted that all parts of this user test 
can be performed without the use of such software but doing 
so will require additional manual work.

A general feeling expressed by a few participants was that they 
felt they were being evaluated instead of the system. This feel-
ing can affect the subject’s behavior, performance, and an-
swers; therefore, this aspect has to be clarified in the introduc-
tion.

Lessons learned: system usability

This pilot study was considered partly internal because partic-
ipants were chosen among those partly known by the inter-
viewers. Therefore, user satisfaction measurements should be
taken with skepticism; however, feedback on improvements 
and proposed additions continued to be fully valid. Main satis-
faction tendencies of the system could be observed. Overall,
system satisfaction is high as can be seen in Figures 1, 2, and 
3, with the majority of participants having a mode of satisfac-
tion measurement above neutral and mode frequency above 
0.5. However, there is a clear drop in satisfaction in certain 
aspects, such as the results quality and presentation (with me-
dian 2 and 3 out of 5).

In order to feel confident with the system, it took the users 
approximately 2 to3 tasks (10 to15 minutes) as it was recorded 
by the observers and commented by participants. This perfor-
mance is considered satisfactory with regard to the inexperi-
ence of the users with such a novel technique as CBIR. Partic-
ipants seemed to agree on the learnability aspect (median satis-
faction of 5 in two related questions) and seemed generally 
satisfied with the response time of the system (median satisfac-
tion of 4). The answers on the novelty, usefulness, and inten-
tion of uses showed that participants understood the concept of 
the new tools and the practical usefulness in their workflow 
(median of 5 out of 6). This was particularly encouraging, con-
sidering that the system is still in development and this aspect 
can be hidden by usability dissatisfaction.

Some participants explicitly complained about the results ac-
quired by mixed queries (text + image example) expecting the 
system to give results that would correspond more to the text 
query or the same modality with the query image. This gives 
solid directions for the next steps of the development process. 
System bugs, inconsistencies, and usability problems that were 
identified during these tests were also communicated to the 
development team. Another interesting finding of this study is 
that participants were familiar with using advanced query op-
tions, such as AND, OR and quotes, and explicitly asked if the 
system supports these kind of queries.

Conclusion

The design, setup, and results of a pilot usability study for a 
medical information retrieval system were presented. Most 
importantly, the lessons learned about the difficulties and de-
sign choices of such a study were shared. 

An iterative user-centered evaluation can assist in directing the 
development process towards a system that covers real needs. 
The user test design depends on the research questions, the 
available resources, and the development stage. During this
iterative process, the study tasks and questions need to be 
evaluated and refined.

In terms of the evaluation on the system, the feedback was 
generally positive, but certain aspects were identified to re-
quire improvements. Systematic inconsistencies and bugs were 
discovered. Taking into account these facts, the pilot study 
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accomplished its goals and obtained encouraging results about 
the direction of the system development.
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