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Abstract. In the current paper we report our first results in the development of au-
diovisual speech synthesis for Estonian. The MASSY model, developed originally
for German, serves as a prototype for the Estonian AV synthesis. First, we give an
overview of the methods of AV speech synthesis and the Estonian viseme inven-
tory, then we introduce the MASSY model and its adaptation for Estonian; finally,
we discuss the ideas for further development.
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Introduction

The nature of human speech is essentially bimodal involving auditory and visual infor-
mation. In face-to-face communication we see and hear the interlocutor and in addition
to message exchange we are able to perceive the emotional state and reactions of the
partner. Research has shown that in the presence of visual cues, such as lip and tongue
movements, speech intelligibility is improved, especially in a noisy environment or in
the case of non-native speakers [1], [2], [3], [4], [5]. However, the contribution of visual
information in the perception of different sounds is variable. The visual information is
most important in distinguishing labiodentals and bilabials (e.g. /t/ and /p/) [6], but e.g.
the bilabials /p/ and /m/ cannot be distinguished visually. An example of the comple-
mentary nature of multimodal speech perception is the McGurk illusion [7] in which an
audio /ba/ paired with a video /ga/ is heard as /da/.

Audiovisual text-to-speech synthesis (AVTTS) is a technique for automatic genera-
tion of voice-synchronised facial animations from an arbitrary text. AVTTS has been a
topic of active research for several decades and has resulted in applications such as virtual
talking heads, animated tutors, aids for the hearing impaired, multimodal interfaces, and
others (see e.g. http://www.speech.kth.se/multimodal/). The list of languages involved in-
clude English, German, French, Italian, Spanish, Swedish, Mandarin Chinese, Japanese,
Danish, Czech, etc. (see e.g. http://mambo.ucsc.edu/psl/international.html); previously
no work on AVTTS has been done for Estonian.

In this paper we introduce the first results in the development of audiovisual speech
synthesis for Estonian exploiting a parametric head model.
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1. Methods of Audiovisual Speech Synthesis

AVTTS involves two main components: (1) a text-to-speech module to produce synthetic
audio of the input text, and (2) a face model producing visible articulatory movements
synchronized with audio. Two main approaches have been used for the visual component
of AVTTS: (1) a parametric or model-based approach exploiting 2D or 3D graphical
facial model, and (2) an image-based approach based on selection of a sequence of video
images.

One of the earliest parametric models was developed by Parke [8]. The model was
implemented as a limited number of meshes representing the face topology and had a
small set of parameters to control the lips, teeth, and jaw during speech-synchronized
animation. There are several descendants of Parke’s model with more advanced design
and with a larger number of control parameters, such as BALDI [9], MASSY [10], LU-
CIA [11], and others, e.g. models developed at KTH [12]. The parametric models do
not aim to model the physiological articulatory processes, but only attempt to reproduce
the movements of visible articulators synchronously with synthetic audio generated by a
separate text-to-speech module. Typically, the control parameters of these models are ac-
quired from the articulatory motions of human speakers by measuring movements of rel-
evant facial points from video recordings, by tracking the markers attached to a speaker’s
face with a motion capture system, or by using more sophisticated techniques, such as
electropalatography, magnetic resonance imaging, ultrasonography, and electromagnetic
articulography.

Several parametric models are compatible with the industrial MPEG-4 standard [13]
that has defined 84 Feature Points (FPs) to enable the animation of a face model. The
FPs are controlled by a set of Facial Animation Parameters (FAPs) which represent a
complete set of basic facial actions including head motion, tongue, eye and mouth control
[13: 20]. However, the FAPs do not take into account all speech-specific gestures and
thus do not provide enough freedom to control the lips and the jaw [14].

The image-based approach exploits a large set of annotated video recordings and
concatenates single images or video sequences to produce the appropriate visual output.
This approach is implemented in e.g. [15], [16], [17].

A more recent approach is corpus-based AV synthesis which extends the unit-
selection strategy developed initially for audio speech synthesis [18] to audiovisual
speech. This method needs a large appropriately annotated bimodal speech corpus in
which the acoustic and visual components are kept together. The system searches in
the corpus for the most suitable sequence of audiovisual segments that match the tar-
get speech. This results in maximal coherence between the two components of bimodal
speech and avoids perceptual ambiguity. This approach is introduced in e.g.[19], [20],
[21].

In addition, there are attempts to merge the parametric and corpus-based methods
resulting in a photo-realistic model with the ability to control the articulatory features,
such as lips, tongue and glottis/velum [22].
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2. Estonian Phoneme and Viseme Inventories

Estonian has 9 vowel and 17 consonant phonemes [23]. The description of articulatory
features of Estonian phonemes is presented in Table 1. All vowels and consonants can
occur in the foot structures representing quantity oppositions (vowels in the primary
stressed syllable and consonants in the intervocalic position). However, the basic articu-
latory patterns of phonemes in different quantities remain the same.

Table 1. Articulatory description of Estonian phonemes

The visually (nearly) indistinguishable phones are grouped to visemes that represent
the configuration of articulators corresponding to one or more phones.

The preliminary phoneme-to-viseme mapping was carried out using video record-
ings of a native male speaker. The speaker read a list of two-syllable CVCV words con-
taining CVC and VCV combinations of Estonian phonemes. All CVCV structures were
read in three quantity oppositions in two sets: (1) quantity distinction carried by V1 re-
sulting in structures CVCV (Q1), CVVCV (Q2), CVV:CV (Q3), and (2) quantity distinc-
tion carried by the intervocalic consonant resulting in structures CVCV (Q1), CVCCV
(Q2), CVC:CV (Q3). Recordings were carried out in a sound-proof room using a Sony
HDR-SR12E video recorder.
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The recordings were analysed in ELAN software2 – a professional tool for the cre-
ation of complex annotations on video and audio resources [24]. For each phoneme a
frame representing the typical visual pattern of the mouth and the lips was extracted
for further measurements. In the case of vowels the typical frame was selected around
the midpoint of the primary stressed vowel of Q3 structures, in the case of consonants
around the midpoint of the intervocalic consonant of Q3 structures. These selection cri-
teria were motivated by the fact that the duration of these segments is the longest among
different quantity oppositions and the quality of a sound around the midpoint should not
be affected by the neighbouring sounds.

The initial phoneme-to-viseme mapping by visual comparison and inspection of the
characteristic mouth and lip patterns suggests that 26 Estonian phonemes can be repre-
sented by 12 basic visemes.

Table 2. The visemes corresponding to Estonian phonemes.

2http://www.lat-mpi.eu/tools/elan/
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3. Prototype of the Estonian AVTTS

Parametric talking head models can be easily extended to new languages. For example,
Baldi speaks in addition to English also Spanish, Italian, French, German, Mandarin, and
Arabic [25]; MASSY, originally developed for German, has been adapted to English, as
well [26]. The MASSY model [10] was chosen to serve as a basic prototype for Estonian
AVTTS due to its simple and modular architecture.

The basic system consists of four modules: (1) phonetic articulation, (2) audio syn-
thesis, (3) visual articulation, and (4) the virtual face (Figure 1). For the adaptation of
the system to Estonian the first three modules must be replaced by the language-specific
modules, the face model is language-independent and does not need any adjustment.

As the phonetic module the Estonian txt2pho module developed for the Estonian
diphone-based TTS system [27] is used. It generates from the input text the correspond-
ing phone sequence (in SAMPA transcription) together with duration of phones and
pauses, and pitch information. The audio signal is synthesized by the MBROLA speech
synthesizer [28] exploiting the Estonian diphone database.

The main focus of adaptation is on the visual articulation module which generates
the language-specific control parameters for the virtual face.

Figure 1. Left: schematic system overview of the Modular Audiovisual Speech SYnthesizer MASSY, right:
front view of the MASSY model.

3.1. Face Model

MASSYs 3D face model is one of the descendants of Parke’s model [8]. To look as
natural as possible the articulatory motion data from a human speaker captured by the
Carstens AG 100 electromagnetic articulograph3 (EMA) has been used in its develop-
ment. From EMA data the motion patterns of the six virtual articulators implemented in
the model are derived. The face model produces the articulatory movements according
to the control parameters provided by the visual articulation model and adds the audio
signal from the speech synthesiser to create the coherent audiovisual speech output. The
3D face model is implemented in VRML (Virtual Reality Modeling Language) [29].

3Carstens Medizinelektronik, http://www.articulograph.de/
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3.2. Visual Articulation Module

The visual articulation module gets its input from the phonetic module and calculates the
motion parameters for the articulators of the virtual head. The six motion parameters of
the face model are: lip width, jaw height, lip height, tongue tip height, tongue back

height, and lower lip retraction.
The motion parameters are generated with a simplified dominance model adapted

from [30]. It calculates for each viseme the real target position of each articulator based
on a fictitious ideal position of this articulator and the strength (the dominance) to control
it. The ideal target positions of all articulators for each viseme are language-specific and
in the case of the German model they were determined from EMA measurements and
video recordings (for details see [10]).

In the first step, the dominance model for Estonian was derived from the German
model by adjusting the target values of viseme parameters using the measures of lip
spreading and mouth opening calculated from the video frames represented in Table 2.
The further tuning of other parameters was carried out in a series of live experiments
involving different vowel and consonant combinations, real words and sentences synthe-
sised with the current prototype. The target values of the Estonian viseme parameters
constitute an essential part of the current Estonian dominance model.

Clustering of Estonian phonemes/visemes on the basis of articulatory features deter-
mined in the current dominance model is presented in Figure 2.

Figure 2. Cluster analysis of Estonian phonemes on the basis of articulatory features.

Figure 3 illustrates the articulatory patterns generated with the current Estonian
MASSY model compared to the face patterns of the human speaker in the production of
Estonian vowels.
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Figure 3. The face patterns of the human speaker and the MASSY model in the production of Estonian vowels.

4. Further Developments

The current prototype of the Estonian AV synthesis is a laboratory prototype and not
yet mature for wider use, it will rather serve as the baseline system for further develop-
ments. The improvement of the system is possible basically in two ways. First, by the
development of a more advanced dominance model; it would need more detailed artic-
ulatory data (EMA, electropalatography) which will be available in the multimodal cor-
pus of Estonian speech production [31]. The second alternative would be to integrate a
more advanced audio-only text-to-speech system for Estonian, e.g. the system based on
unit-selection [32].
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