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Abstract. The objective of this study is to assess the feasibility of a data mining 
association analysis technique, the FP Growth algorithm, for the detection of 
associations of liver cancer, geographic location and demographic of patients. For 
the research, we are planning to use data extracted from electronic health record 
systems of three healthcare organizations in different geographic locations 
(Canada, Taiwan and Mongolia). The data are arranged into ‘transactions’ which 
contain a set of data items focused around cancer diseases, geographic locations 
and patient demographics. This analysis produces association rules that indicate 
what combinations of demographics, geographic locations and patient 
characteristics lead to liver cancer.  
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Introduction 

Liver cancer is one of the least curable cancers and it is probably under diagnosed in 
many parts of the world [1]. Although it ranks only fourth in cancer incidence in the 
world, it leads to approximately 1 million deaths each year [2], and its incidence is 
projected to continue rising, with 12.7 million deaths expected from it in 2030 [3]. It is 
believed that the earlier the cancer is detected the greater the possibility of cure [1]. 

Since 2009, the National Taiwan University (NTU) and the Mongolian University 
of Science and Technology (MUST) have carried out a 3-year "Data Mining (DM) on 
Healthcare" joint research project. This year, researchers at the School of Health 
Information Science, University of Victoria (UVic) and the BC Cancer Agency plan to 
join the Taiwan-Mongolia data mining project as collaborators to form a three-country 
based research team (we plan to extend the study period to 5 years). Two of the 
principal investigator's graduate students have been involved in liver cancer data 
mining research. The main benefit of the collaboration is that researchers can apply 
DM algorithms to analyze diverse clinical diagnosing records contained in three 
distinct Electronic Health Record (EHR) systems to discover hidden knowledge related 
to liver cancer. The joint project expects to achieve the following two goals: 

(1) To provide early detection of liver cancer  
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Researchers will be able to infer relationships from a large number of medical 
records using DM techniques. This analysis produces association rules that indicate 
what combinations of demographics, geographic locations and patient characteristics 
may lead to liver cancer. As a consequence, the resulting system could provide early 
alerts to patients with high liver cancer risk. 
(2) To establish clinical pathways and guidelines 

The study will collect medical records from three country's EHR systems, including 
admissions/discharge diagnoses, chief complaints, physician orders, etc., and proposes 
to apply sequence clustering methods to discover better clinical pathways and establish 
standardized clinical guidelines for liver cancer treatment. 

The aim of this paper is to assess the feasibility of FP Growth algorithm to perform 
association analysis on the demographics, geographic locations and patient 
characteristics. This analysis expects to produce association rules that indicate what 
combinations of the factors lead to liver cancer. 

1. Literature Review 

Data mining (DM) is a critical step from knowledge discovery in database processes, 
which refers to a “nontrivial process of identifying valid, novel, potentially useful and 
ultimately understandable pattern in data” [4]. In order to perform descriptive and 
predictive analysis, data mining employs various analysis methods, which include 
clustering, classification, regression and association analysis, to discover interesting 
patterns in the given data set that serve as the basis for estimating future trends. In 
recent years data mining has received considerable attention as a tool that can be 
applied to cancer detection and treatment [5-20]. 

On the research of DM application to liver cancer detection and treatment, El-Serag 
[5] reported that the major liver cancer risk factors  are hepatocellular carcinoma 
(HCC) comprising of chronic hepatitis virus infections, cirrhosis caused by either 
hepatitis or alcoholisms, and chronic exposure to various cytotoxic substances (e.g. 
arsenic, polyvinyl chloride (PVC)). He developed DM models for a better 
understanding the fundamental mechanism leading to HCC development and early 
HCC detection. 

Luk et al. [9] used Artificial Neural Network (ANN) and Classification And 
Regression Tree (CART) algorithms to distinguish HCC from non-tumor liver tissues. 
They employed 2-dimensional gel electrophoresis to produce protein expression 
profiles of 66 tumor and 66 non-tumor paired samples. Eventually, they revealed that 
those classification algorithms were suitable to be applied to the building of 
classification model based on the hidden pattern in the proteomic dataset. In addition, 
ANN and CART algorithms generated good predictive abilities in differentiation 
between tumor and non-tumor tissues for liver cancer. 

Similarly, Lin [14] proposed CART and Case-Based Reasoning (CBR) techniques 
to structure an intelligent diagnosis model aiming to provide a comprehensive analytic 
framework to raise the accuracy of liver cancer diagnosis. The major steps in applying 
the model include: (1) adopting CART to diagnose whether a patient suffers from liver 
disease; (2) for patients diagnosed with liver disease in the first step, employing CBR 
to diagnose the types of liver diseases. In the first step, the CART rate of accuracy is 
92.94%. In the second step, the CBR diagnostic accuracy rate is 90.00%. The 
experimental results showed that the intelligent diagnosis model was capable of 
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integrating CART and CBR techniques to support the physician in making decisions 
regarding liver disease diagnosis and treatment. More recently, Rajeswari and Reena 
[17] used the liver disease datasets obtained from UCI repository consists of 345 
instances with seven different attributes to test three DM algorithms: Naive Bayes 
algorithm, FT Tree algorithm and KStar algorithm. The study results showed that FT 
Tree had better classification accuracy compared to other algorithms.   

2. The FP Growth Association Algorithm 

Association analysis has been used extensively in business to analyze customer 
transactions and to find associations between the products consumers purchase. An 
association rule is an implication or If-Then rule which is supported by data. A typical 
rule resulting from such a study could be "90 percent of all customers who buy bread 
and butter also buy milk". However, its application to liver cancer data analysis is 
relatively unexplored.  

In this study, we propose the FP Growth  algorithm [21] to execute association 
analysis on the demographics, geographic locations and characteristics of liver cancer 
patients. The algorithm employs an iterative approach known as level-wise search, 
where k-itemsets are used to explore (k+1)-itemsets. Then, association rules are 
generated, which is an implication of the form X→Y, where X and Y are disjoint 
subsets of all the possible data items. The strength of the association rule can be 
measured by its support and confidence as follows: 

Let },,,{ 11 miiiI �= be a set of items and IYX ⊂, , then the support of an 
association pattern is defined as equation (1). 

)()(s YXPYXupport ∩=→                                                                                 (1) 
, and the confidence of the association pattern is defined as equation (2). 
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Support determines how often the data items in a rule are present together in a 
transaction in a given data set and is simply the count of transactions that contain X and 
Y. Support is used to determine if a rule is of interest since high support indicates that 
the rule occurs often in the data. Confidence is used to determine the reliability of the 
inference made by the rule and is an estimate of the conditional probability of Y given 
X. It says “If X is present in a transaction, how likely is it that Y is also present”. The 
generated rules suggest a strong co-occurrence relationship between the given data item 
subsets. 

3. A Hypothetical Case Study 

We are working in partnership with the BC Cancer Agency, National Taiwan 
University and Mongolian University of Science and Technology, and are using data 
extracted from their EHR systems. The data are arranged into “transactions” which 
contain a set of data items focused around a specific event, object, or time period. In 
this paper, since our human research ethics approval is pending, we use a hypothetical 
data set with 25 records to test the feasibility of the proposed method. The data are 
encoded as numbers so that they can be processed by the FP Growth algorithm as 
follows ( see Figure 1): 
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(1) Country (0="Canada", 1="Taiwan", 2="Mongolia") 
(2) Gender (F="female", M="male") 
(3) Cancer type (0="breast cancer", 1="liver cancer", 2="lung cancer") 
(4) Age at diagnosis (1="20~29", 2="30~39", 3="40~49", 4="50~59", 5="60~69") 
(5) Chemotherapy (0="no", 1="yes") 
(6) Death (0="no", 1="yes") 

Figure 1. A hypothetical data set with 25 records 

 

For this case study, we set a minimum support count of 2 and minimum confidence 
of 65%. Applying the algorithm to this simple data set has yielded some interesting 
relationships (rules) as follows: 

Rule 1: {(Taiwan, Male, 50~59) → Liver Cancer} Confidence = 2/3 =67% 
Rule 2: {(Taiwan, Male, 50~59)  → (Liver Cancer, Death)} Confidence = 2/2 =100% 
Rule 3: {(Mongolia, Male, 60~69)  → Liver Cancer} Confidence = 2/2 =100% 
Rule 4: {(Mongolia, Male, 60~69)  → (Liver Cancer, Death)} Confidence = 2/2 =100% 
Rule 5: {(Mongolia, Male, 60~69, Chemotherapy) → (Liver Cancer, Death)} Confidence = 2/2 

=100% 

Rule 1 is interpreted as: Male Taiwanese age between 50 and 59 years old is likely 
to have liver cancer with confidence 67%. Rule 2 says that the same group of patients 
die of liver cancer with a confidence of 100%. The interpretations of rule 3 and 4 are 
similar to that of rule 1 and 2. Rule 5 provides more interesting information for the 
analysis. It shows that male Mongolian age between 60 and 69 years old is likely to 
have liver cancer and die of the disease even with chemotherapy treatment. The rule 
confidence is 100%. However, it is worth to note that these rules obtained from the  
data set should not be interpreted as indicators of reality. 

4. Conclusion and Discussion 

As the incidence of liver cancer is associated with several risk factors and varies by 
geographic region, researchers believe that environmental factors, in addition to patient 
characteristics, play a significant role in the development of the disease [22]. In this 
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study, we assess the feasibility of the FP Growth algorithm to perform association 
analysis on the demographics, geographic locations and characteristics of liver cancer 
patients. The algorithm has high efficiency and generates association rules that have 
high levels of confidence.   

However, our analysis data is not actually extracting from three country's EHR 
systems. Rules generated from the analysis do not reveal the reality of associations of 
patient demographics, geographic locations and liver cancer. Future work will use real 
cancer patient data, and domain experts will be involved in the validation process to 
interpret the mined patterns. This should increase the value and interesting of the study. 
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