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Combining Bootstrapping and Feature Selection for
Improving a Distributional Thesaurus

Olivier Ferret!

Abstract. Work about distributional thesauri has now widely shown
that the relations in these thesauri are mainly reliable for high fre-
quency words and for capturing semantic relatedness rather than
strict semantic similarity. In this article, we propose a method for im-
proving such a thesaurus through its re-balancing in favor of middle
and low frequency words. This method is based on a bootstrapping
mechanism: a set of positive and negative examples of semantically
related words are selected in a unsupervised way from the results of
the initial measure and used for training a supervised classifier. This
classifier is then applied for reranking the initial semantic neighbors.
We evaluate the interest of this reranking for a large set of English
nouns with various frequencies.

1 Introduction

The work we present in this article focuses on the automatic building
of a thesaurus from a corpus. This kind of thesaurus typically gives
for each entry a list of semantically similar words, each word be-
ing associated with the score evaluating its semantic similarity with
the entry. Following work such as [10], [16] or [5], a widespread
way to tackle the problem of building such thesauri from corpora is
to rely on a semantic similarity measure for extracting the semantic
neighbors of the target entries of the thesaurus. Three main ways of
implementing such measures can be distinguished. The first one re-
lies on handcrafted resources in which semantic relations, which are
generally paradigmatic relations in this case, are clearly identified.
Work exploiting WordNet-like lexical networks for building seman-
tic similarity measures such as [3] or [19] falls into this category.
These measures typically rely on the hierarchical structure of these
networks, based on hypernymy relations. The second approach to im-
plement similarity measures makes use of a less structured source of
knowledge about words: their textual descriptions. Definitions from
classical dictionaries or glosses from WordNet are typical examples
of such descriptions. WordNet’s glosses were used to support Lesk-
like measures in [1] and more recently, measures were also defined
from Wikipedia or Wiktionaries [9]. The last option for building sim-
ilarity measures is the corpus-based approach, based on a generaliza-
tion of the distributional hypothesis [7]: each word is characterized
by the set of contexts from a corpus in which it appears and the se-
mantic similarity of two words is computed from the proportion of
contexts they share. This perspective was first adopted by [10] and
[16] and then, explored in details in [5], [22] or [13].

The problem of improving the results of the “classical” distribu-
tional approach as it can be found in [5] for instance was already
tackled by some work. A significant part of these proposals focus on
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the weighting of the elements that are part of the contexts of words
but some of them imply more radical changes. The use of dimen-
sionality reduction techniques, such as Latent Semantic Analysis in
[18] or the redefinition of the distributional approach in a Bayesian
framework in [14], can be classified into this second category. The
first one is represented by work such as [2], in which the weights
of context elements are turned into ranks, or [24], followed and ex-
tended by [23], that proposes a bootstrapping method for modifying
the weights of context elements according to the semantic neighbors
found by an initial distributional similarity measure.

The work we present in this article shares with [24] the use of
bootstrapping but adopts a different perspective: the “best” semantic
neighbors are not directly used for adapting the weights of distri-
butional context elements but for training, as in [12], a supervised
machine learning classifier. We show that the resulting classifier can
be used for reranking the semantic neighbors found by the initial
measure and correcting some of its deficiencies for building a distri-
butional thesaurus.

2 Building of an initial thesaurus
2.1 Defining a distributional similarity measure

The use of bootstrapping requires in our case the definition of a se-
mantic similarity measure with state-of-the-art results in classical
evaluations for this kind of measures, that is to say, TOEFL-like tests
[15] or the extraction of semantic neighbors for building a thesaurus
[5]. Although our target language is English, we chose to limit delib-
erately the level of the tools applied for preprocessing texts to part-
of-speech tagging and lemmatization to make possible the transpo-
sition of our method to a large set of languages. This seems to be a
reasonable compromise between the approach of [8], in which none
normalization of words is done, and the more widespread use of syn-
tactic parsers, as in [5]. More precisely, we used TreeTagger [20] for
performing the linguistic preprocessing of the corpus we relied on for
building our state-of-the-art similarity measure. This corpus was the
AQUAINT-2 corpus, a middle-size corpus made of around 380 mil-
lion words coming from news articles. For the extraction of distri-
butional data and the characteristics of the measure, we selected, by
relying on an extended TOEFL test proposed in [8], the following
options for the parameters of a distributional similarity measure:

e distributional contexts made of graphical co-occurrents: co-
occurrents collected in a fixed-size window centered on each oc-
currence in the corpus of the target word. These co-occurrents
were restricted to content words, i.e. nouns, verbs and adjectives;

e size of the window = 3 (one word on the left and right sides of the
target word), i.e. very short range co-occurrents;



O. Ferret / Combining Bootstrapping and Feature Selection for Improving a Distributional Thesaurus 337

Table 1. Evaluation of semantic neighbor extraction [initial]

freq. [ ref. [ #eval. words | #syn./word | recall | R-prec. | MAP | P@1 | P@5 [ P@10 | P@100 |
W 10,473 29 24.6 8.2 98 [ 117 | 51 34 07
all M 9.216 50.0 9.5 6.7 32 | 241 | 164 | 130 48
#14,670 | WM 12,243 387 9.8 7.7 56 | 225 | 141 | 108 3.8
w 3,690 37 283 11.1 125 [ 172 | 77 [ 51 1.0
high 3,732 69.4 114 | 102 49 | 413 | 280 | 219 7.9
#4378 | WM 4,164 632 115 11.0 65 | 413 | 268 | 208 7.3
W 3,732 26 286 | 104 | 125 [ 136 | 58 | 37 0.7
middle 3,306 413 9.3 6.5 31 | 187 | 131 | 104 38
#5175 | WM 4,392 32.0 9.8 93 74 209 | 123 | 93 32
3,051 23 119 2.1 33 | 26 [ 12 | 09 03
low M 2,178 30.1 2.8 12 05 | 25 | 15 L5 0.9
#5117 | WM 3,687 18.9 35 2.1 24 | 33 | 17 L5 0.7

e lenient filtering of contexts: removal of co-occurrents with only
one occurrence;

e weighting function of co-occurrents in contexts = Pointwise Mu-
tual Information between the target word and the co-occurrent;

e similarity measure between contexts, for evaluating the semantic
similarity of two words = Cosine measure.

2.2 Thesaurus building and evaluation

The building of our initial distributional thesaurus from the previ-
ously defined similarity measure was performed as in [16] or [5]
by extracting the closest semantic neighbors of each of its entries.
More precisely, the selected measure was computed between each
entry and its possible neighbors. These neighbors were then ranked
in the decreasing order of the values of this measure and the first
N (N = 100 here) neighbors were kept as the semantic neighbors
of the entry. Both entries and possible neighbors were made of the
AQUAINT-2 nouns whose frequency was higher than 10.

Table 1 shows the results of the evaluation of this extraction pro-
cess, achieved by comparing the selected semantic neighbors with
two complementary reference resources: WordNet 3.0 synonyms
[17] [W], which characterize a semantic similarity based on paradig-
matic relations, and the Moby thesaurus [21] [M], which gathers a
larger set of types of relations and is more representative of semantic
relatedness as it was defined in the first section’. The fourth col-
umn of Table 1, which gives the average number of synonyms and
similar words in our references for the AQUAINT-2 nouns, also il-
lustrates the difference of these two resources in terms of richness.
A fusion of the two resources was also considered [WM]. As our
main objective is to evaluate the extracted semantic neighbors and
not the ability of our measure to rebuild the reference resources,
these resources were filtered to discard entries and synonyms that
are not part of the AQUAINT-2 vocabulary (see the difference be-
tween the number of words in the first column and the number of
evaluated words of the third column). In distributional approaches,
the frequency of words related to the size of the corpus is an im-
portant factor. Hence, we give our results globally but also for three
ranges of frequencies that split our vocabulary into roughly equal
parts: high frequency nouns (frequency > 1000), middle frequency
nouns (100 < frequency < 1000) and low frequency nouns (10 <
frequency < 100). These results take the form of several measures

2 Although the Moby thesaurus also contains related words, we will often use
the term synonym for referring to all the words associated to its entries.

and start at the fifth column by the proportion of the synonyms and
similar words of our references that are found among the first 100
extracted neighbors of each noun. As these neighbors are ranked ac-
cording to their similarity value with their target word, the evaluation
measures can be taken from the Information Retrieval field by replac-
ing documents with synonyms and queries with target words (see the
four last columns of Table 1). The R-precision (R-prec.) is the pre-
cision after the first R neighbors were retrieved, R being the number
of reference synonyms; the Mean Average Precision (MAP) is the
average of the precision value after a reference synonym is found;
precision at different cut-offs is given for the 1, 5, 10 and 100 first
neighbors. All these values are given as percentages.

The results of Table 1 lead to three main observations. First, they
have globally a low level, which justifies our will to improve them.
This weakness concerns both the recall of synonyms and their rank
among semantic neighbors. Second, the level of results heavily de-
pends on the frequency range of target words: the best results are
obtained for high frequency words while evaluation measures sig-
nificantly decrease for words whose frequency is less than 100 oc-
currences. Finally, the characteristics of the reference resources has
a significant impact on results. WordNet provides a restricted num-
ber of synonyms for each noun while the Moby thesaurus contains
for each entry a large number of synonyms and similar words. As a
consequence, the precisions at different cut-offs have a significantly
higher value with Moby as reference than with WordNet as reference.

Though our thesaurus was built by relying on a similarity measure
selected by a classical test (extended TOEFL test) for such measures,
it is interesting to compare the resulting thesaurus with already ex-
isting similar resources. The distributional thesaurus of Lin [16]° is
probably the publicly available thesaurus that is the most compara-
ble to ours. Table 2 shows the global results of the Lin thesaurus in
our evaluation framework. This thesaurus globally outperforms ours
but the difference between its results and ours are clearly explainable
by two main factors. First, the Lin thesaurus was built from syn-
tactical co-occurrences while ours was built from window-based co-
occurrences. The use of syntactical co-occurrences is known [5, 13]
to be a better option in this context but it also requires to have a syn-
tactic parser, which is not always possible and justifies our choice.
Second, the Lin thesaurus is biased towards high and middle fre-
quency words, which has clearly a positive impact as shown by the
analysis of ours results: while the number of evaluated entries against
WM for high and middle frequency words is equal to 8,313 for the

3 http://webdocs.cs.ualberta.ca/ lindek/Downloads/sim.tgz
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Table 2. Evaluation of extracted semantic neighbors with data of [16]

testset [ ref. [ #eval. words | #syn./word | recall | R-prec. | MAP | P@1 | P@5 | P@10 | P@100 |

' 8,433 3.0 30.8
all M 7,961 53.6 12.4
#11,197 | WM 9,823 44.5 12.7

12.7 14.4 17.9 8.3 53 0.9
10.3 5.4 37.8 | 265 20.8 6.7
11.6 8.1 36.1 | 23.7 18.2 5.6

Lin thesaurus and to 8,556 for ours, it is equal to 5,117 for low fre-
quency entries in our case while it is only equal to 1,510 in the case
of Lin. This bias can also be observed by the fact that the average
number of synonyms and related words for each evaluated entry is
higher for the Lin thesaurus than for ours.

3 Improving a distributional thesaurus
3.1 Principles

The analysis of the results of our state-of-the-art distributional sim-
ilarity measure has showed that such measure has good results for
some words and rather poor results for others. This is a priori an
interesting configuration for applying bootstrapping as we can ex-
pect relying on “good” words for improving the similarity measure
for the other words. [24] had already used bootstrapping in a con-
text close to ours, the acquisition of relations of textual entailment
between words, but our preliminary experiments for transposing this
approach to our problem were not successful and led to a global de-
crease of results of 25% on average for the synonyms of WordNet and
11% for the related words of Moby [6]. Instead of using the results
of an initial similarity measure for modifying directly the weights of
elements in distributional contexts, we adopted a more indirect ap-
proach, based on the work of [12].

[12] demonstrated that it is possible to train and to apply with a
good level of results a supervised statistical classifier, more precisely
a Support Vector Machine (SVM) classifier, for deciding whether
two words are synonyms or not. The term synonym must be taken
here with caution as the gold standard that was used for evaluating
the classifier is more suitable for testing semantic relatedness than
semantic similarity in its strict sense. This work also showed that the
value of the decision function of the SVM classifier, only used for
its sign in a binary classification task, can play the same role as a
similarity measure such as the one defined in the previous section for
ranking the semantic neighbors of a word.

In our context, we do not have a set of manually annotated posi-
tive and negative examples for training such classifier. However, the
similarity measure of Section 2 can be exploited for building such
examples. This measure is a means for evaluating the semantic simi-
larity of two words but is not able to discriminate directly words that
are actually semantically similar from others*. Nevertheless, it can
be used more indirectly for selecting a set of positive and negative
examples in an unsupervised way while minimizing the number of
errors in performing this task, that is to say, examples taken as pos-
itive whereas they are actually negative and examples taken as neg-
ative whereas they are actually positive. Following this perspective,
it is possible to train a SVM classifier with this set of examples and
to apply it for reranking the semantic neighbors given by our initial
measure. The overall approach can be summarized as follows:

4 Setting a threshold for performing such discrimination leads to poor results.
The variability of similarity values across words also justifies our decision
to use SVM in a classification mode rather than in a regression mode.

e building of a distributional similarity measure from a corpus;

e application of this measure for finding semantic neighbors;

e unsupervised selection of positive and negative examples of se-
mantically similar words from the base of semantic neighbors;

e training of a supervised machine learning classifier from the set of
selected examples;

e application of the trained classifier for reranking the semantic
neighbors found by the initial measure.

The key point for making this approach successful is the capacity
to select in an unsupervised way a number of “good” positive and
negative examples that is large enough for compensating for the er-
rors that are inherent in such selection.

3.2 Representation of examples

Before presenting this key point in details, it is necessary to define
precisely the nature of our examples and how they are represented.
As we follow [12] for building our similar word classifier, our rep-
resentation of examples is also taken from [12]: a positive example
is made of a pair of words that are synonyms or more generally se-
mantically similar; a negative example is made of a pair of words
that are not semantically similar. The representation of such pairs of
words for a SVM classifier is built by associating their distributional
representations. This association is performed for each pair of words
(w1, w2) by summing the weights of the co-occurrents shared by the
distributional representations of the two words. Co-occurrents of w;
that are not co-occurrents of w, are given a null weight. Hence, the
representation of each example has the same form as the distribu-
tional representation of a word, i.e. a vector of weighted words.

3.3 Positive and negative example selection

Results of Table 1 lead to an obvious conclusion: finding positive
examples is far more difficult than finding negative examples as the
number of semantic neighbors of a thesaurus entry that are actually
semantically linked to this word quickly decreases as the rank of
these neighbors increase. In the experiments of Section 4, we built
negative examples from positive examples by turning each positive
example (A,B) into two negative examples: (A, rank 10 neighbor of
A) and (B, rank 10 neighbor of B). Choosing neighbors with a higher
rank would guarantee fewer false negative examples and in principle,
better results. In practice, taking neighbors with a rather small rank
for building negative examples is a better option, probably because
these examples are more useful in terms of discrimination as they are
close to the transition area between negative and positive examples.
We also found experimentally that the strongly imbalanced value of
the ratio between the number of negative and positive examples in
[12], equal to 6.5, didn’t give in our situation significantly higher re-
sults for reranking semantic neighbors than our value for this ratio,
equal to 2.

For the selection of positive examples, Table 1 shows that a true
semantic neighbor is more likely to be found when the thesaurus en-
try is a high frequency noun and the considered neighbor has a low
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Table 3. Impact of the reranking of semantic neighbors [rerank-s]
fre. | ref. [ R-prec. |  MAP | Pe1 | P@5 [ Pe1wo |
W 7.8 (-0.4) 94 (-04) | 112 (-05)% 50 (-0.Df 33 (0.1
all M 7.1 (0.4) 34 (0.2) 273 (3.2) 176 (1.2) 13.7  (0.7)
WM 8.0 (0.3) 5.7 (0.1) 246 (2.1) 149 (0.8) 114 (0.6)
w 9.6 (-1.5) | 11.1  (-1.4) | 152 (-2.0) 7.0 (-0.7) 47 (-04)
high 9.9 (-0.3) 4.6 (-0.3) | 39.8 (-1.5) 262 (-1.8) 20.7  (-1.2)
WM | 104 (-0.6) 59 (-0.6) | 39.2 (-2.1) 249 (-1.9) 19.5  (-1.3)
w 9.0 (-14) | 11.2 (-1.3) | 122 (-14) 54 (-04) 35 (-0.2)
middle 7.3  (0.8) 3.6 (0.5) 261 (74) 164 (3.3) 126 (2.2)
WM 9.2 (-0.1) 72 (-0.2) | 249 (4.0 145 (2.2) 109 (1.6)
41 (2.0 52 (1.9 50 (24 22 (1.0 14 (0.5
low M 2.1 (0.9 1.0 (0.5) 76 (5.1) 45 (3.0 35 (2.0)
WM 3.7 (1.6) 3.7 (1.3) 7.6 (4.3) 39 (22 29 (14
w 18.7  (-3.7) | 21.0 (-3.1) | 31.0 (-5.5) 109 (-1.1) 6.7 (-0.5)
training M 109 (-0.4) 59 (-04) | 548 (2.9 304 (-1.2) 226 (-1.0)
#1,592 WM | 147 (-1.3) | 11.1 (-1.2) | 56.0 (-4.5) 284 (-1.5) 20.6 (-1.0)
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rank. Following these observations would have led us to select as
positive examples all pairs of words (high frequency thesaurus en-
try, first neighbor of the entry). This option would have meant hav-
ing a large number of examples — 4,378 positives examples — but
with a significant error rate equal to 58.7% in the most favorable
case (WM as gold standard with 4,164 evaluated words among the
4,378). Moreover, limiting the number of examples is interesting if it
does not decrease results as it makes training quicker, which is par-
ticularly useful for optimizing parameters, and often speeds up the
application of the resulting SVM classifier as it tends to reduce the
number of support vectors of its model. Hence, we have proposed a
more selective method for choosing positive examples among high
frequency nouns. This method, illustrated by Figure 1, is based on
the assumption that semantic similarity relations are symmetric, as
for WordNet’s synonyms. As a consequence, we have hypothesized
that if a thesaurus entry A has as first neighbor a word B, this neigh-
bor is more likely to be semantically linked to A if A is the first
neighbor of B as a thesaurus entry. In practice, this kind of sym-
metry between thesaurus entries and rank 1 neighbors is found for
1,052 target words, which produces 526 positive examples, as pairs
(A,B) and (B,A) correspond to the same examples. As expected, this
selection scheme reduces the number of positive examples but also
reduces the number of false positive examples, with an error rate for
this set equal to 40.2% in the most favorable case.

Thesaurus entry
A —>» B
B —» A
cC —>» D

Rank 1 neighbor

Figure 1. Selection of positive examples by relying on “symmetric”

relations (A < B)

Our 526 positive examples represent a small set compared to the
2,148 positive examples of [12]. However, this set can be extended
by noting that high frequency nouns are actually not limited to nouns
whose frequency is higher than 1000. By looking at the decrease
of results according to decreasing word frequencies, it appears that
an inflection point occurs a little bit before a frequency value corre-

sponding to the median of the size of our vocabulary. As a conse-
quence, we extended the set of our high frequency nouns to the first
half (according to the decreasing values of their frequency) of the
nouns of our vocabulary, which represents 7,335 nouns with a min-
imal frequency equal to 249. From these 7,335 nouns, 796 positive
examples were selected according the principle presented above with
an error rate equal to 40.3% in the most favorable case. The negative
examples for these 796 positive examples were chosen as mentioned
above, by taking pairs of words (thesaurus entry, rank 10 neighbor
of the entry), but in this case for the 2 x 796 = 1,592 “symmetric”
target words as this symmetry does not stand for rank 10 neighbors.

4 Experiments and evaluation
4.1 Implementation

The implementation of our reranking method requires to fix a set
of parameters related to the SVM classifier. Similarly to [12], we
adopted the RBF kernel and a grid search strategy for optimizing
both the ~ parameter of this kernel (i.e. the width of its Gaussian)
and the C' regularization parameter of SVM. This optimization was
done by applying a 5-fold cross validation procedure to our set of
796 + 1,592 examples and taking the precision measure as evaluation
function. The SVM model was built by using LIBSVM [4] and then
applied to the 14,670 target nouns of our initial evaluation. More
precisely, for each of these target nouns 7N, the representation as
an example of the word pair (I'N, neighbor) was built for each of
the 100 neighbors of this noun and submitted to the SVM model in
classification mode. Finally, all the neighbors of 7'V were reranked
according to the value of the decision function computed for each
neighbor by the SVM model.

4.2 Evaluation

Table 3 gives the results of this reranking according to the same
evaluation principles as in Section 2.2. The value of each measure
comes with its difference with the corresponding value for the [ini-
tial] thesaurus in Table 1. Moreover, as this evaluation concerns a
reranking process, the recall measure and the precision for the high-
est rank do not change and are not given again. The general trend is
clear: the reranking process leads to a significant increase of results
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Table 4. Results of the reranking of semantic neighbors after the filtering of their context [rerank-f]

| ref. | R-prec. MAP | Pel | Pes | Pel P@100 |
W 7.6 (-0.6) | 8.7 (-1.1) | 11.9 (0.2) 43 (-0.8) 27 (-0.7) | 0.6 (-0.1)

M 63 (-04) |30 (02)| 257 (16)| 157 (07| 119 (-1.1) | 45 (-0.3)
WM | 73 (-04) | 52 (-04) | 23.7 (1.2) | 132 (-0.9) 99 (-09) | 3.6 (-0.2)
Table 5. Impact of feature selection for selecting training positive examples [rerank-f_s]

freq. [ ref. | R-prec. | MAP | P@1 | P@5 | P@10 |
W 81 (0.1 9.7 (0.1 | 1.7 (0.0)% 53 (0.2) 35 (0.Di
all M 7.2 (0.5) 3.5 (0.3) 279 (3.8) 179 (1.5 13.9 (0.9)
WM 8.0 (0.3) 5.8 (0.2) 25.1  (2.6) 152 (1.1 11.6  (0.8)
W 104 (-0.7) 11.8  (-0.7) 16.1 (-1.1) 7.7 (0.0)% 51 (0.0)%
high 10.1  (-0.D) 1 4.7 (-0.2) 40.8 (-0.5)1 | 27.1  (-0.9) 212 (-0.7)
WM | 10.6 (-04) 6.2 (-0.3) 402 (-1.1)f | 26.0 (-0.8) 20.1  (-0.7)
A\ 9.5 (-0.9) 11.7  (-0.8) 133 (-0.3) % 56 (-02)% 36 (0.1t
middle M 7.3  (0.8) 3.6 (0.5) 272 (8.5) 16.3  (3.2) 125 (2.1
WM 94 (0.1) 74 (0.0) 262 (5.3) 145 (2.2) 10.8 (1.5
w 35 (14 47 (1.4 45 (1.9 2.1 (0.9 14 (0.5)
low M 2.1 (0.9 1.0 (0.5) 6.8 (4.3) 45 (3.0 34 (1.9)
WM 34 (1.3) 35 (1.1) 6.8 (3.5) 39 (2.2 2.8 (1.3)
\\ 13.8  (-2.0) 159 (-1.9) 212 (-3.3) 9.2 (-0.5) 59 (-0.2)
training M 10.5 (0.0) 54 (0.1 452  (-2.6) 283  (-0.3) 21.5  (-0.3)
#2,980 WM | 123 (-0.7) 84 (-0.8) 449 (-3.8) 26.7 (-0.5) 199 (-04)

at the global scale (all) for gold standards M and WM. On the other
hand, a decrease of results is noted for gold standard W>. In other
words, compared to the initial similarity measure, this reranking pro-
cess tends to favor similar words to the detriment of synonyms. This
tendency is not surprising considering the principle of our rerank-
ing: similar words are more numerous than synonyms among the se-
lected examples because the selection process does not correct a pre-
existing global bias towards similar words. The SVM model only ac-
centuates this situation. The analysis of these results in terms of word
frequency shows a second trend: the improvement due to the rerank-
ing process is all the more high since the frequency of the target
noun is low. For low frequency nouns, this improvement is observed
for all gold standards. Middle frequency nouns follow the general
trend while results for high frequency nouns decrease for all gold
standards. This observation means that the reranking process tends
to make the initial similarity measure more balanced in relation to
word frequency. Finally, the training row of Table 3 gives the results
of our reranking procedure on the set of entries that were used for
training our classifier. As expected, the values of the evaluation mea-
sures decrease compared to the [initial] thesaurus but the difference
is not too high and has the same bias towards similar words: around
12.1% on average for WordNet as reference and 4.6% for Moby.

5 Feature selection for a better example selection

Our reranking process strongly depends on the relevance of the first
neighbor of the target words used for the selection of examples. As
a consequence, improving this selection means increasing the preci-
sion at rank 1 of our similarity measure. Focusing on such improve-

5 The statistical significance of differences was evaluated by applying a paired
Wilcoxon test with p-value < 0.05. Differences are non significant for val-
ues with the I sign.

ment can degrade results at a more global scale. However, this is
not a problem in a bootstrapping approach as the biased measure
is only used as a means for selecting the training examples of the
SVM classifier. We built such biased measure by applying the idea
of [24], but more radically: instead of using the results of the ini-
tial similarity measure for modifying the weights of co-occurrents
in distributional contexts, we used them for filtering the content of
these contexts since most elements in such contexts can be discarded
for finding synonyms according to [11]. This filtering consists more
precisely in removing all co-occurrents that are not part of the in-
tersection between the context of the target word and the context of
its first neighbor. It relies on the hypothesis that if the initial simi-
larity measure is good enough, the features shared by the contexts
of a target word and its first neighbor are more generally representa-
tive of the semantic similarity of a word with this target word. This
unsupervised feature selection procedure was applied to the neigh-
bors of all the entries of the [initial] thesaurus. These neighbors were
then reranked by applying the Cosine measure to the filtered con-
texts. Table 4 shows the global results of this reranking, compared
to the results of the [initial] thesaurus, and more particularly the fact
that PQ@1 is the only measure improved by this procedure.

The resulting thesaurus, [rerank-f], was then used for selecting the
training examples for the SVM classifier following the principles of
Section 3.3. This led us to select 1,490 positive examples (and 2,980
negative examples) with 50.7% as best error rate, which constitutes
a rather different configuration in comparison with Section 3.3: a
higher number of positive examples but also a larger proportion of
erroneous examples. The impact of this difference is illustrated by
Table 5, which shows the results of the application of the SVM clas-
sifier with this new training set to the [initial] thesaurus. Hence, dif-
ferences in this table are computed between the evaluation measures
for this classifier and for the [initial] thesaurus of Table 1. This new
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training set has clearly a positive influence on the global results of the
SVM classifier as all positive differences at the global scale (all) are
found statistically significant while all negative differences are found
non significant. This influence can also be observed for the entries of
the training set as the average decrease of their results is limited to
9% for WordNet as reference and 2% with Moby. Finally, Table 5
shows that this reranking is more favorable to the synonyms of high
frequency nouns than the [rerank-s] reranking. As a consequence,
the resulting thesaurus, [rerank-f_s], represents an interesting com-
promise: its results for high frequency nouns are quite similar to the
results of the [initial] thesaurus while it significantly outperforms the
[initial] thesaurus for less frequent nouns.

Table 6. Impact of our reranking procedures for the entry inundation
‘WordNet torrent, deluge, flood

aspersion, bath, burial, cataclysm, deluge, dip, duck, exag-
Moby geration, excess, extravagance, flood, immersion ...+ 22

related words more

prematurity, suport, closeup, late-spring, flooding, author-
initial itarian, swallowtail, intussusception, fetishism, tri-state,

bromate, slough ...

flooding, flood, avalanche, remoteness, blackout, con-
rerank-s gestion, mudslide, drought, rainfall, snowfall, downpour,

deluge ...

deluge, flooding, flood, torrent, avalanche, salinity, set-
rerank-f_s - L.

tling, bromate, cyclone, blackout, quicklime, sunburn . ..

Table 6 illustrates more precisely the impact of our two rerank-
ing procedures on the entry inundation, which is part of middle fre-
quency nouns. In this table, the WordNet row gives all the reference
synonyms for this entry in WordNet while the Moby row gives the
first reference related words for this entry in Moby. In the [initial]
thesaurus, the first neighbor of inundation that is present in one of
our two reference resources (actually both of them) is the word del-
uge, at the 22" rank. The [rerank-s] reranking improves this situa-
tion as the second neighbor in this thesaurus is both part of Word-
Net and Moby while the first neighbor of inundation is one of its
synonyms that could be present in WordNet and Moby. Moreover,
deluge appears as the 12" neighbor of the inundation entry. Finally,
the [rerank-f_s] reranking puts words that are semantically similar to
the word inundation at the first four ranks: deluge, flood and torrent
cover all synonyms of WordNet for this entry and are also present in
Moby and flooding is a synonym of inundation already selected by
the [rerank-s] reranking.

6 Conclusion and perspectives

In this article, we have presented a method based on bootstrapping
for improving a distributional thesaurus. More precisely, this method
relies on the reranking by the means of a SVM classifier of the se-
mantic neighbors computed by applying an initial similarity measure.
This classifier is trained from a set of positive and negative examples
selected in an unsupervised way from the results of the initial simi-
larity measure. The improvements brought by this method are more
particularly noticeable for middle and low frequency words and in
the case of similar words rather than for strict synonyms. We have
also shown how to use feature selection for improving the selection
of training examples for the SVM classifier. We plan to explore this
problem further by studying more generally how unsupervised fea-
ture selection can be used to improve the building of distributional
thesauri, especially for extracting synonyms.
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