
Medical Informatics Europe 2 0 0 2
G Surjan et a l . (eds) 
I O S Press 2 0 0 2

557

Assessing Association Rules and Decision
Trees on Analysis of Diabetes Data from the

DiabCare Program in France

Julie Q U E N T I N - T R A U T V E T T E R , Patrick D E V O S , Ala in D U H A M E L ,
Regis B E U S C A R T and the Qualidiab Group

C E R I M - F a c u l t e de M e d e c i n e - I , P l a c e de V e r d u n - 5 9 0 4 5 L i l l e Cedex - F r a n c e

Abstract. Recent advances in information technology have made it possible to solve increasingly complex
problems, and also to collect and store huge amounts of information. These vast quantities of data further
have to be transformed into relevant value-added and "decision-quality" knowledge. It is against this
background that the KDD (Knowledge Discovery in Databases), a multidisciplinary field using computer
learning, artificial intelligence, statistics, database technology, expert systems, and data visualization,
appeared in the early 90's. In order to assess these technologies in the medical field, we have tested some of
these techniques on a large database at our disposal, named DiabCare stemming from the WHO - DiabCare
program for the application of the Saint-Vincent Declaration. It contains evaluation data on the health care of
patients with diabetes, and in particular, its complications. So far, data analysis has been done using classical
statistical methods, and we now intend to make use of such data-mining tools as Associations Rules and
Decision and Classification Trees for further exploration of this database. The results presented here show that
data mining techniques can be used successfully to extract knowledge from medical databases. The results
obtained using Association Rules and especially Decision Trees are very promising.
Keywords (MeSH) KDD ; Data M i n i n g ; Associations Rules; Decision Trees; DiabCare; Diabetes Database; 
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1. Introduction

In hospitals and other healthcare settings, computers and electronic medical record
systems have proliferated. When traditional medical researchers usually collect data with a 
specific design, which requires a large expenditure of time and resources, now, data are
automatically collected. As a result, clinical databases have become more common. But
whereas the data acquisition process and in particular, the acquisition of data from
clinicians had previously been regarded as the difficult side, there has now been a gradual
shift toward the need for effective tools to retrieve the relevant information [1]. The change
in data collection has resulted in an overabundance of exhaustive data, so much so that
methods of analysis have to change at the same time. There is presently a growing demand
from the healthcare community to leverage upon and transform the vast quantities o f
healthcare data into value added, 'decision-quality' knowledge. The situation of the
healthcare enterprise can be summed up as 'data rich' but 'knowledge poor' [2].

The K D D , also called Data Mining might provide a solution. K D D is linked with other
research areas such as computer learning, artificial intelligence, expert system, database
system, statistics, data vizualisation and data warehousing. K D D is the process of exploring
the knowledge contained in databases by using data mining tools, techniques, algorithms
and other methods for knowledge extraction [3]. The different steps of this K D D process
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are data selection, data cleansing and scrubbing, enrichment of data, data coding, then data
mining and validation and visualization o f results. There might be returns between different
steps. Therefore, the data mining step represents 'only' 20% of the K D D process whereas
data preparation (filling in missing values and correcting erroneous data ...) and then
validation of results constitute the major part of the process [4].

Data mining is now very much in used and successfully applied in marketing, banks,
insurance companies as well as in biology and genetics [5, 6, 7]. But it is still a research
area for medical databases and primarily used for diagnosis and treatment selection, less for
knowledge discovery [8, 9, 10]. Data mining aims to furnish a new generation of tools to
assist humans in analyzing mountains of data intelligently. It has been recognized as
opening up new areas for database research. These areas can be defined as efficiently
discovering interesting rules from large collections of data.

The aims o f our study are to apply data mining techniques to medical information
concerning diabetes (DiabCare Database), and evaluate their feasibility with the coherence
of the results compared to domain specific knowledge and recent classical studies.

2. Mater ia ls and methods

2 . 1 . The D i a b C a r e D a t a b a s e

In 1999, a large database was constructed with all the data collected, by the scientific
comittee o f DiabCare-France and the Department of Biostatistics and Medical Informatics
o f L i l l e [11, 12]. A t the present time, DiabCare Database contains about 30.000 records.
This collection is based on the 'Basic Information Sheet' which contains about one hundred
items informing on the state of health and treatment of the diabetic patient and about the
presence of severe complications which are termed the Saint-Vincent Complications : 
Blindness, Kidney insufficiency, Amputations, Myocardial infarction, Stroke. Data have
been loaded, cleaned, controled and transformed (first steps of the K D D ) and indicators
have been elaborated according to the guidelines and recommendations for diabetes care
[13, 14].

Performance of data mining methods have been evaluated according to three different
criteria: rapidity, comprehensibility and coherence of results. Two data mining techniques
have been tested: Association Rules [15, 16] and Decision Trees [17, 18, 19].

2.2. M e t h o d s

The algorithms for Association Rules mining in large databases have been developed by
Rakesh Agrawal [15, 16]. Association Rules mining finds all rules in the database that
satisfy some minimum support and minimum confidence constraints. A n association rule is
like:

(A and B) => C where A and B are conditions and C is a result. It is characterized at
least by two parameters: the support, S = P(A and B and C) and the confidence, C = P ( C / A
and B) . (P denotes probability). The main characteristics of this method are: the discovery
target is not pre-determined, there is no hierarchy between items and this method is suited
to very large database and numerous attributes. The C B A (Classification Based on
Association) software has been used to perform analysis.

Several models of Decision Trees are known, C A R T , C4.5, C H A I D [17, 18, 19]. These
models share the process of selecting the most explicative factors for one and only one pre-
determined target in a step by step fashion. They differ by the criterion o f selection. The



Chapter V: "Solve the p r o b l e m " Decision support 559

C H A I D model uses an adjusted Chi-Square measure (p-value) as the split (or criterion). We
opted to test this model using the Sipina software for the analysis.

3. Results

3 . 1 . A s s o c i a t i o n Rules 

First analysis was performed on the 29165 cases and a selection o f 51 binary variables
related to diabetes complications. The support (S) and confidence (C) were fixed at 10%
and 60% respectively. With all the data, 128150 rules were generated. With such a huge
quantity of rules, it is very difficult i f not impossible to detect interesting rules. A second
analysis was therefore carried out using a limited number of variables (Saint-Vincent
complications, diabetes type, sex, diabetes duration, glycaemia, H b A l C , angina, B M I ,
H T A , micro-albuminuria, cholesterol and creatinin clearance) and the same values for
support and confidence. About 900 rules were generated this time. Some show interesting
associations between diabetes characteristics and angina : 

Rule 1: If type 2 diabetes and female sex then angina presence (S = 23.7% and C = 68.2%)
Rule 2: If BMI > 30kg/m2 and female sex then angina presence (S = 16,9% and C = 68.5%)
Rule 3: If cholesterol >5,2mmol/l and type 2 diabetes then angina presence (S = 31,6% and C = 71.9%)
The rule 1 shows that women with type 2 diabetes present angina in 23.7% with a 

confidence of 68.2%. In rule 2, women which B M I is over 30 kg/m2 present angina in
16.9% with a confidence of 68.5%. A n d rule 3 shows that type 2 diabetics with high
cholesterol present angina in 31.6% with a confidence of 71.9%.

3.2. D e c i s i o n Trees 

For experimenting Decision Trees, we used the C H A I D model. The results were
obtained with the data concerning only type 2 diabetes which represents 13592 subjects. A l l
missing values were purged. Our target was to verify the presence or absence of the Saint-
Vincent complication. We selected risk factors (diabetes antecedent, H T A , angina, cataract,
tobacco and alcohol) and the numerical parameters (glycaemia, glycated haemoglobin, age,
diabetes duration and B M I ) were transformed into binary variables. The splits were
determined according to the recommendations for diabetes care and calculated on general
population [16, 17, 18]. A first Decision Tree was generated using all data, the 13 variables
and a Chi-Square p-value=0.001. It showed that the most explicative variables for the
presence of Saint-Vincent complications are cataract, followed by angina, sex, and diabetes
duration. That way, on a branch the Saint-Vincent complications risk increased from 18.7%
to 29.3% in the presence of a cataract, then 50.6% when added to angina and 60.9% i f it's
a man (with cataract and angina) versus 42.2% i f it's a woman.

The Sipina Software gives deducted rules:
If angina=yes and cataract=no and sex=man then complication with a risk of 53%
If angina=yes and cataract=yes and sex=man then complication with a risk of 61%
Another tree (F ig l ) , was then generated, where angina and cataract attributes were

ignored and the ChiSquare p-value was 0.001. In the results, the most explicative factors
are diabetes duration, then sex and age. It's interesting to note that the complication risk is
always higher for men compared to women. One branch is noteworthy: duration > 10 years,
male sex and age >= 65 years : the complication risk rises from 18.7% (root nod) to 37% ! 
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Figure 1: Decision tree with CHAID model and Sipina Software.

4. Discussion and conclusion

In this, work, we applied two of the main data mining methods. The obtained results
demonstrate the interest o f these techniques. They are quickly done, easily comprehensible
and coherent compared to the domain specific knowledge. But depending on the objectives
of the analysis, each method presents advantages and disadvantages.

A major advantage of Association Rules is that there is no pre-determined target and no
hypothesis. A n extensive database is a necessary condition. This exploratory method is able
to determine interesting associations which can constitute new research hypotheses for the
construction of a regression model. This strength, however, comes with a major drawback.
It often produces a huge number of associations particularly i f attributes are highly
correlated, which is the case for diabetes. The huge number of associations makes it very
difficult, i f not impossible, for a human user to analyze in order to identify those interesting
or useful ones, even with strong support and confidence (when there are many parameters,
there is a huge quantity of rules, whatever support and confidence may be). Those two
mesures are too short to limit the number of associations. So, research to improve the
Association Rules pruning is important in particular for medical data [20]. Another problem
with the Association Rules mining is the absence of logical reasoning. This may not matter
for supermarket data, but in medicine the advance of reasoning is necessary. Association
Rules mining is a good exploratory method for very large databases but complementary
analysis techniques are necessary.

Decision Trees and in particular C H A I D model main interest is the logical reasoning,
easy to follow, step by step, which is fundamental with medical data. Instantaneously,
explicite rules are deducted. With C H A I D model, there's only one parameter to fix, the
Chi-Square p-value. According to this p-value, number of ramifications is limited with a 
better legibility and improving relevance of results. Results are quickly and simply
obtained, easily interpretable, and can be used as such or studied with other methods. This
method is well adapted for medical studies. Its qualities are often emphasized [19, 21]. In
this work, we used binary variables. In future analysis, it would be interesting not turning
data into binary variables and let the algorithm fix the different split values for different
subgroups.
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Although data collection has improved, the problem of missing values is still worrying.

Important rates of missing values in the database corrupt the validity of generated rules. In

this first approach, incomplete records have been canceled. But we envisage to use missings

values in future analysis in order to test stability of results according to the missing values

proportion.

In conclusion, data mining tools provide simple and effective methods of extracting

knowledge from general medical information but we have to bear in mind that data

preparation, in particular treatment of missing values, right choice of techniques used and

validation of results are fundamental steps to improve the K D D .
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