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Abstract 

The d e c i s i o n t r e e a p p r o a c h is one of t h e most c o m m o n 
a p p r o a c h e s i n a u t o m a t i c l e a r n i n g a n d d e c i s i o n m a k i n g . I t is 
p o p u l a r f o r i t s s i m p l i c i t y i n c o n s t r u c t i n g , efficient use i n d e c i ­
s i o n m a k i n g a n d f o r s i m p l e r e p r e s e n t a t i o n , w h i c h is easily 
u n d e r s t o o d by humans. 

The a u t o m a t i c l e a r n i n g of d e c i s i o n trees a n d t h e i r use u s u a l l y 
show v e r y g o o d r e s u l t s i n v a r i o u s " t h e o r e t i c a l " e n v i r o n m e n t s . 
The t r a i n i n g sets a r e u s u a l l y l a r g e enough f o r l e a r n i n g a l g o ­
r i t h m t o c o n s t r u c t a hypothesis c o n s i s t e n t w i t h t h e u n d e r l y i n g 
concept. B u t i n r e a l life it is often i m p o s s i b l e t o find t h e d e s i r e d 
n u m b e r of t r a i n i n g objects f o r v a r i o u s reasons. The l a c k ofpos­
s i b i l i t i e s t o measure a t t r i b u t e v a l u e s , h i g h cost a n d c o m p l e x i t y 
of such measurements, u n a v a i l a b i l i t y of a l l a t t r i b u t e s a t t h e 
same t i m e a r e t h e typical r e p r e s e n t a t i v e s . T h e r e a r e different 
ways t o d e a l w i t h some of these p r o b l e m s , b u t i n a d e l i c a t e field 
of m e d i c a l d e c i s i o n m a k i n g , we c a n n o t a l l o w ourselves t o make 
any i n a c c u r a t e d e c i s i o n s . 

We have m e a s u r e d t h e values of 2 4 a t t i i b u t e s before a n d after 
t h e 82 o p e r a t i o n s of c h i l d r e n i n age between 2 a n d 1 0 y e a r s . 
The a i m was t o find t h e dependencies between a t t r i b u t e values 
a n d a c h i l d ' s p r e d i s p o s i t i o n t o a c i d e m i a - t h e decrease of 
b l o o d ' s p H . O u r m a i n i n t e r e s t was i n d i s c o v e r i n g p r e d i s p o s i ­
t i o n t o t w o f o r m s of a c i d o s i s , t h e m e t a b o l i c a c i d o s i s a n d t h e 
r e s p i r a t o r y a c i d o s i s , w h i c h c a n b o t h have s e r i o u s effects o n 
c h i l d ' s h e a l t h . 

We d e c i d e d t o c o n s t r u c t different d e c i s i o n trees f r o m a set of 
t r a i n i n g objects, w h i c h was c o m p l e t e ( t h e r e w e r e no m i s s i n g 
a t t r i b u t e v a l u e s ) , b u t o n t h e o t h e r h a n d n o t l a r g e enough t o 
a v o i d t h e effect of overfitting. A c o m m o n a p p r o a c h t o e v a l u a ­
t i o n of a d e c i s i o n t r e e is t h e use of a test set. I n o u r case we 
d e c i d e d t h a t i n s t e a d of u s i n g a test set, we ask m e d i c a l experts 
t o t a k e a c l o s e r l o o k a t t h e g e n e r a t e d trees. They e x a m i n e d a n d 
e v a l u a t e d t h e d e c i s i o n trees b r a n c h by b r a n c h . Their comments 
o n t h e g e n e r a t e d trees c a n be f o u n d in t h i s p a p e r . 

The comments show, t h a t trees g e n e r a t e d from a v a i l a b l e t r a i n ­
i n g set m a i n l y have s u r p r i s i n g l y g o o d b r a n c h e s , b u t o n t h e 
o t h e r h a n d some a r e v e r y " s t u p i d " a n d no m e d i c a l e x p l a n a t i o n 
c o u l d be f o u n d . Thereafter we c a n c o n c l u d e , t h a t t h e d e c i s i o n 

t r e e c o n c e p t a n d a u t o m a t i c l e a r n i n g c a n be successfully used i n 
r e a l w o r l d s i t u a t i o n s , c o n s t r a i n e d w i t h t h e r e a l w o r l d l i m i t a ­
t i o n s , b u t they s h o u l d be used only w i t h t h e g u i d e l i n e s of appro­
p r i a t e m e d i c a l experts. 
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Introduction 

By applying the decision tree learning algorithm to a set of data, 
we expect to gain more general knowledge for solving the prob­
lem. That knowledge can be used in future application for mak­
ing new decisions [1, 2, 3, 4]. We usually take for granted that 
an appropriate set of training data is available to the automatic 
learning tool. Unfortunately, the most real world cases are not 
ideal. We have to cope with missing attribute values, noisy data 
and the lack of training objects. A l l these factors have a nega­
tive effect on the accuracy of knowledge, accumulated in the 
decision tree. 
There are ways to reduce the negative effect, but they cannot 
exclude it completely [5,6, 7]. 

Aim of the Paper 
The aim of the paper is to present MtDeciT decision tool, which 
we developed for it's use in real world decision making. The 
main advantages of MtDeciT are: 

• multi class decision making 
• efficient pruning algorithm 
• user friendly interface. 

Materials and Methods 

The Approach and Aims of the Research 
In our case we measured 24 attributes of 82 children, that have 
undergone a medical surgery. Most attributes were measured 
before and then also after the surgery. A l l measurements were 
performed very carefully, in order to prevent mistakes. There 
were no missing attribute values. 
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So our only problem was the lack of training objects, in our case 
patients, that underwent a surgery. 
Though we were facing a typical problem of overfitting, the 
decision was taken to go through the process of generating dif­
ferent decision trees for two cases of acidosis, called metabolic 
and respiratory acidosis. For the purpose of testing the effi­
ciency of the decision trees, a test set is usually used. If the data 
from the training set is used instead of the test set, the tree will 
perform extraordinary well, but that would be a fake success. 
Due to the general lack of training objects, the decision has 
been taken to let experts examine and evaluate the decision 
trees. With that, another lack of using a test set has been 
avoided. It is almost impossible to pick such set of test data, that 
will enter every branch in the decision tree (except in using a 
training set). The medical experts, on the other hand, checked 
and evaluated every single branch in the tree. The analysis of 
generated trees by medical experts should reveal how "good" 
the accumulated knowledge is. 

The latter was the main reason, why we picked decision trees 
out of all forms of supervised learning [8, 9, 10]. Unlike to 
some other approaches, the representations of the decision trees 
can easily be understood by humans. A l l tests in internal nodes 
of the tree can be determined, so different rules can be obtained 
from the tree. 

Metabolic and Respiratory Acidosis 
Through the help of classical medical research it has been estab­
lished, that surgeries under the general anaesthesia cause in 
organism a tendency to dropping the blood's pH value, also 
known as predisposition to acidemia. We used the results of 
blood's gases analysis, serum electrolytes analysis, blood count 
and values of length of the operation, blood pressure, pulse, 
temperature, age, weight, height, sex, duration of the surgery 
and transfusion volume of 82 children as an input to a decision 
tree generator. With the model of a decision tree we wanted to 
establish the sequence of attributes, that have the largest influ­
ence on the sequence of physiological changes that lead intb the 
state of either metabolic or respiratory acidosis. We would also 
be able to see, if and how compatible are the decision tree deci­
sions with the medical explanations. 

Decision Trees 
A decision tree is induced on a training set, which consists of 
training objects (instances). Each training object is completely 
described by a set of attributes and a class label (category, out­
come). Classes are mutually exclusive, what means that the 
training object can belong to only one class. Attributes can be 
continuous (numeric) or discrete. Further, we distinguish 
between ordered and unordered discrete attributes. Continuous 
attributes are not suitable for learning a tree, so they must be 
mapped into discrete space. A decision tree contains nodes and 
edges (links). There are two types of nodes. Each internal node 
(non-terminal node) has a split, which tests the value of the 
attributes, that have come into this node and with that splits the 
training set. Each internal node has at least two child nodes. 
External nodes, also called leaves or terminal nodes, are 
labelled with outcomes. Nodes (internal and external) are con­

nected with edges. Edges are labelled with different outcomes 
of test, performed in the source node. Number of edges that 
come out of the node depends on the number of possible out­
comes of the test. 
The procedure of constructing a decision tree from a set of 
training objects is called induction of the tree. In induction of a 
decision tree, we start with an empty tree and an entire training 
set. At every step an 'unused' attribute is chosen with the help 
of a heuristic evaluation function and the training set is divided, 
according to the values of the chosen attribute (divide-and-con-
quer). This procedure is repeated over and over, until we end up 
with an empty training set and a decision tree. If the number of 
training objects is not large enough and i f data involve some 
noise, it comes to overfitting. The algorithm tries to fit every 
singe attribute, including noisy and meaningless ones. This 
results in very large trees, which have many meaningless 
branches. 

H e u r i s t i c E v a l u a t i o n F u n c t i o n 
As mentioned before, candidate attributes that may possibly 
describe the concept are outlined, using a heuristic evaluation 
function. Our modified heuristic function is also suitable for 
multi-class decision tree generation. Here we will describe, how 
this function operates. 
o p o2, o 3 , o m - number of training objects with outcomes 1 
to m. 
m - number of possible outcomes 

_ * l o g . _ * l o g . 

"Io. 1* " T o . 
— m * l o g m 

To, "To, 
(10) 

Function /, as shown in Equation (1), measures the information 
content. The return value is in interval [0..1] for all cases, no 
matter how many outcomes are possible. Therefor the return 
value cannot be measured in bits (except in case, where m = 2 ) , 
but in some more abstract information content measure. 
Let us presume, we have a set of attributes A j , A 2 , A n with 
possible values (or intervals) for each A i marked as A t j , A i 2 , 
A i v . 
Then attribute A t divides training set C into subsets Q / , Ci2, 
Cjy, where Cjj contains training objects with A t attribute values 
equal t o A j j . 
The heuristic function E ( C , A ) for evaluation of attribute A i is 
defined in Equation (2), where o^ is a number of training 
objects in subset Ctj with values A ^ . 

£(c,4)=Ef^*/( ,̂̂ 2,...,%) 
( l i ) 

A decision tree construction tool uses outlined attributes to for­
mulate the appropriate decision tree, which identifies all class 
instances of the underlying concept, according to objects with 
known classification. 
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This decision tree characterisation becomes next a basis for: 
• forecasting in which class an object previously unseen 

belongs; and 
• the hierarchical representation of the most important 

attributes of the concept being investigated. 

P r u n i n g of the Decision Trees 
One way of reducing the effect of overfitting is the use of prun­
ing algorithms. The idea of pruning is to remove those branches 
from the decision tree, that are result of noise included in the 
training data. We distinguish between the two forms of pruning. 
Pre-pruning is executed as a part of tree building algorithm. It is 
also know as a stopping criteria. On the other side, post-pruning 
can only be performed on the decision tree, that has already 
been built. Our decision support tool MtDeciT enables the user 
to decide, which form of pruning to choose. 

MtDeciT Decision Support Tool 
MtDeciT is written in Visual C++ language and runs under the 
Windows environment. 
Supported are all phases from preparing the training data, auto­
matic learning, pruning, to decision making. Very friendly user 
interface enables even the novice users to exploit all tool's capa­
bilities. It also enables settings of various building properties 
and with that influences the form of extracted knowledge. 

Results and Discussion 

The Generated Trees and their Explanations 
For the purpose of determining a predisposition to acidemia, we 
generated numerous trees. Just to depict the results, we will 
present three generated trees with their medical explanations. 
Also described are other properties, specific to the generated 
tree. A l l decision trees are drawn hierarchically, so that every 
level is indented for a few spaces. Levels are also connected by 
lines. Described parts of the tree are marked with numbered 
parenthesis. 

M e t a b o l i c Acidosis - attribute values measured after the sur­
gery 
This decision tree was generated from data, measured after the 
surgery. Two outcomes were possible, NO_PREDISPOSITION 
for 72 presumably healthy individuals and 
PREDISP_TO_METABOLIC_ACIDOSIS for 10 children, 
where a predisposition to metabolic acidosis was noticed. Com­
ments are made on marked parts of the tree. 
Comments: 

1. An important factor that influences the occurrence of 
metabolic acidosis is low hematocrit. 

Explanation: Anaemia can be the cause of low oxygenation 
of tissues and with that accelerated anaerobic glycolytic 
processes, which lead into state of metabolic acidosis 
[11]. 

2. The connection of age and relatively low body weight. 

D e c i s i o n : P r e d i s p o s i t i o n _ t o _ M e t a b o l i c _ A c i d o s i s ( a f t e r ) 
Tree t e r m i n a t i o n c r i t e r i a : 0% 
H e u r i s t i c : L o g a r i t h m 
O r d i n a l Grouping o f A t t r i b u t e s : Q u a r t i l e s 
A l t e r n a t i v e Grouping : D i s a b l e d 

1. parameter - Value of Rirent Attribute (placed in []) 
2. parameter - Attribute or Decision 

-7.5000 .. -4.9750] NO_PREDISPOSITION 

-4.9750 .. -2.4500] NO_PREDISPOSITION 

-2.4500 .. 0.0750] NO_PREDISPOSITION 

0.0750 .. 2.6 000] h e m a t o c r i t 

[0.3000 .. 0.3425] sex 
I 
| [M] NO_PREDISPOSITION 
I 
| [Z] PREDISPOSITION_TO_METABOLIC_ACIDOSIS 

[0.3425 .. 0.3850] ag e ( y e a r s ) 
I 
| [2 .. 4] NO_PREDISPOSITION 
I 
I [4 .. 6] weight(kg) 
I I 
| | [10 .. 20.5000] NO_PREDISPOSITION 
I I 
| | [20.5000 .. 31] PREDISP_TO_METABOLIC_ACIDOSIS-

[6 .. 8] NO_PREDISPOSITION 

[8 .. 10] NO_PREDISPOSITION 

0.3850 .. 0.4275] d u r a t i o n ( m i n ) 
I 
| [15 .. 58.7500] PREDISP_TO_METABOLIC_ACIDOSIS 
I 
| [58.75 00 .. 102.50 00] NO_PREDISPOSITION 
I 
| [102.5000 .. 146.2500] age(years) 
I I 
| | [6 .. 8] NO_PREDISPOSITION 
I I 
| | [8 .. 10] PREDISP_TO_METABOLIC_ACIDOSIS 
I 
| [146.2 500 .. 190] NO_PREDISPOSITION 

_[0.4275 .. 0.4700] NO_PREDISPOSITION 

Figure 1 - Decision tree for metabolic acidosis - values mea­
sured before surgery 

Explanation: Preoperative starving and the act of surgery 
itself cause a complex state of stress in child's organism, 
which also leads into state of metabolic acidosis [12]. 

3. The duration of the surgery. 
Explanation: Predisposition to the metabolic acidosis can be 

noticed after relatively short surgeries and also after 
longer surgeries. Due to the lack of training objects, this 
attribute wasn't presented as an important one, even 
though medical experts pay a great attention to it. Differ­
ent outcomes spread over the time interval prove the pre­
diction, that causes for the state of metabolic acidosis are 
of a very complex nature (for instance bleeding, drop in 
blood pressure,) [13]. 

M e t a b o l i c Acidosis - the difference between attribute values 
measured before and after the surgery (in %) 
This decision tree was generated from the difference (in per­
cent) between data, measured before and after the surgery. Two 
outcomes were possible, NO_PREDISPOSITION for 72 pre­
sumably healthy individuals and 
PRED_TO_METAB_ACIDOSIS for 10 children, where a pre­
disposition to metabolic acidosis was noticed. 
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Decision : Predisposition_to_Metabolic_Acidosis(difference) 
Tree termination c r i t e r i a : 0% 
Heuristic : Logarithm 
Ordinal Grouping of Attributes : Quartiles 
Alternative Grouping : Disabled 

1. parameter - Value of Parent Attribute (placed in []) 
2. parameter - Attribute or Decision 

] B.E. 

-2800..-1275] age(years) 

[2..4] NO_PREDISPOSITION 

[4..6] PREDISP_TO_METABOLIC_ACIDOSlS 

-1275..250] hematocrit 

-21.4100..-11.4325] age(years) 

[ 2. . 4 ] PRED_TO_METAB_ACIDOSIS 

(4..6] N0_PRED1SP0SIT10N 

[6..8] NO_PREDISPOSITION 

_[8..10] weight(kg) 
I 
I [20.5000..31] PRED_TO_METAB ACIDOSIS 
I 
I [41.5000..52] NO_PREDISPOSITION 

-11.432 5..-1.4550] erythrocytes 

[-19. 4125..-8.6750] NO_PREDISPOSITION 
6750..2.0625] HC03 

-44.0900..-26.9275] N0_PREDISP0SITION 

-26.9275..-9.7650] NO_PREDISPOSITION 

-9.7650..7.3975] SCl 

[-8.7000..-3.8650] NO_PREDlSPOSITION 

[-3.8650..0.9700] hemoglobin 

| [-11.9800..-4.5600] NO_PREDISPOSITION 
I 
| [-4.5600..2.8600] RR2 

I 
I [-10. 1675..2.745 0] PRED_T0_METAB_ACIDOSIS 
I 
I [2.7450..15.6575] PRED_TO_METAB_ACIDOSIS 
i 
I [15.6575..28.5700] NO_PREDISPOSITION 

0.9700..5.8050] thrombocytes 

_[-32.640 0..11.0825] NO_PREDISPOSITION 
l> 4 

Jll.0825. .54.8050] PRED_TO_METAB_ACIDOSISI 

[5.8050..10.6400] PRED_TO_METAb_ACIDOSIS 

_J2.0625..12.8000] NO_PREDISPOSITION 

•1.4550. .8.5225] pulse 

__[-3.4700..-2.3350] RR2 
I 
I [-23.0800..-10.1675] NO_PREDISPOSITION 
I 
l__[-10.1675..2.7 450] PRED_T0_METAB_ACIDOSIS 
I 
I [2.7450..15.6575] NO_PREDISPOSITION 
[-0.0 650..1.0700] NO_PREDISPOSITION 

_[8,5225. .18.5000] NO_PREDISPOSITIN 

250..1775] NO_PREDISPOSITION 

1775..3300] NO PREDISPOSITION 

F i g u r e 2 - . D e c i s i o n t r e e f o r m e t a b o l i c a c i d o s i s - t h e difference 
between a t t r i b u t e values (in %) 

Comments 
1. The connection of age and relatively low body weight. 
Explanation: Preoperative starving and the act of surgery 

itself cause a complex state of stress in child's organism, 
which also leads into state of metabolic acidosis. 

2. Very high ranked factors in this decision tree are low­
ered level of hematocrit and lowered number of eryth-
rocites [14]. 

Explanation: Low oxygenation of tissues. The anaerobic 
glycolytic processes cause the lowered bicarbonate level 
and changes in the level of serum chlorides. 

3. The values of hemoglobin and blood pressure. 
Explanation: In this sub-branch occur lowered value of 

hemoglobin and compensatory growth of RR2 and pulse 
(as expected). 

4. The influence of thrombocytes. 
Explanation: There is no logical medicine explanation for 

the influence of this factor. 

Conclusion 

In the paper we presented the use of decision tree approach in 
the real world medical decision making. Our aim was to test the 
ability of decision tree approach to cope with the insufficient 
size of training set. The results show that use of decision trees 
pays off even in situations, where we don't expect the success 
of the approach. The expected influence of overfitting was sur­
prisingly weaker as we thought it would be. The generated trees 
can be of a great assistance to a user with proper background 
knowledge. This success encourages the use of decision trees in 
other areas, where traditional convictions don't support the use 
of automatic learning approaches. Recently, the decision trees 
are being used in combination with other learning strategies in 
order to provide us with even better performance [15]. 
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