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Abstract. Textual reuse is an integral part of textual case-based rea-
soning (TCBR) which deals with solving new problems by reusing
previous similar problem-solving experiences documented as text.
We investigate the role of text reuse for text authoring applica-
tions that involve feedback or review generation. Generally provid-
ing feedback in the form of assigning a rating from a likert scale
is far easier compared to articulating explanatory feedback as text.
When previous feedback generated about the same or similar objects
are maintained as cases, there is opportunity for knowledge reuse. In
this paper, we show how compositional and transformational adap-
tation techniques can be applied once sentences in a given case are
aligned to relevant structured attribute values. Three text reuse al-
gorithms are introduced and evaluated on a dataset gathered from
online Hotel reviews from TripAdvisor. Here cases consists of both
structured sub-rating attributes together with textual feedback. Gen-
erally, aligned sentences linked to similar sub-rating values are clus-
tered together and prototypical sentences are then extracted to enable
reuse across similar authors. Experiments show a close similarity be-
tween our proposed texts and actual human edited review text. We
also found that problems with variability in vocabulary are best ad-
dressed when prototypes are formulated from larger sets of similar
sentences in contrast to smaller sets from local neighbourhoods.

1 Introduction

The task of authoring documents that include pre-defined attributes
along with some textual content is common to several domains. Such
documents include reviews, student feedback, medical notes and in-
cident reports. Review of products and services is one of such web
applications where authoring is increasingly being encouraged by
e-commerce websites. This is very useful for both the manufactur-
ers/service providers to improve their products/services and the cus-
tomer to make informed choices. Review typically consist of pre-
defined attributes which authors can rate on a likert scale. For exam-
ple, a customer reviewing a hotel visited recently might be asked to
rate the cleanliness and service enjoyed on a scale of 1 to 5 where 1
is terrible and 5 is excellent. Another component of such reviews is
a free text section where authors can explain their ratings and elabo-
rate further. However, they are sometimes reluctant to write free text
especially a comprehensive one since it takes more time to put their
thoughts into writing.

Textual case base reasoning (TCBR) [15] is a research area that
deals with solving new problems by reusing previous similar experi-
ences documented as text. Text reuse is an integral part of TCBR and
is not only helpful in solving a new similar problem but can assist
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in authoring new experiences. TCBR is particularly suited to support
authoring of textual contents because it can propose useful initial text
from previous reviews that are similarly rated. Reusing previous tex-
tual contents is challenging as it is difficult to know sections in the
text that are associated with structured attributes corresponding to the
set of ratings. It is also important to avoid irrelevant verbose details
that are not easily reusable across several authors.

Our focus in this paper is to assist authors to write better and more
comprehensive reviews by proposing useful text which they can eas-
ily edit to taste. We propose two novel mechanisms to align rated
attributes to review sentences and abstract a group of similar sen-
tences into a prototypical sentence. These mechanisms led to the de-
velopment of three text reuse techniques which differ mainly in terms
of how similar case(s) are retrieved, what sentence(s) are used from
these cases and whether such sentences are global or local proto-
types. Our hypothesis is that each of these techniques will generate
useful initial text but one of them might significantly outperform the
others. We evaluate these algorithms on hotel reviews dataset and our
results show a close similarity between the proposed and actual re-
view texts. Algorithms presented in this paper have the advantage of
being domain-independent and so are applicable in domains contain-
ing cases with both pre-defined structured attributes and complemen-
tary textual content.

An overview of our domain of application is given in Section 2 fol-
lowed by details of our alignment approach and text reuse techniques
in Sections 3 and 4. Experimental setup and discussion of results ap-
pear in Section 5 with related work in text reuse in Section 6. We
conclude with the contributions of this work in Section 7.

2 Hotel Reviews Domain

User generated experiential content is readily available on the world
wide web in the form of blogs, forum posts, reviews and other social
applications. This provides an opportunity to reuse these experiences
[12] for similar web related tasks such as search and browse, review
generation and other forms of problem solving. However, reuse will
only make sense if there are several experiences authored about sim-
ilar/same objects (or problems). Hotel reviews are particularly useful
in this regard because several reviews are available for the same or
indeed similar hotels. Each review typically has some attributes rated
on a likert scale and a complementary text. Hotel reviews are gener-
ally suitable for text reuse as the assumption is that authors with sim-
ilar ratings will use similar explanatory feedback text. However, such
review texts are prone to grammatical errors since authors rarely use
spell checkers. They also contain a lot of verbose details that might
not be related to hotels since unedited reviews are uploaded.

We downloaded several reviews from a hotel recommender web-
site 3 where each review is written by an author who visited a hotel

3 www.tripadvisor.co.uk
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1. Hotel name 2. Hotel town 3. Hotel country (or US state)
4. Overall rating 5. Review Title 6. Author rating(up to 5 stars)
7. Author ID 8. Author location 9. Trip type (solo, couple etc)
10. Review text 11. Date of stay 12. Recommend to friend(y/n)
13. Sub-ratings for value, room, location, cleanliness & service

Table 1. Complete list of possible attributes extracted for each hotel review

and presents her opinion of the place. The 13 attributes shown in
Table 1 were extracted for each review; however, some of these at-
tributes were absent in some reviews. 39, 870 reviews were extracted
from our downloads cutting across 6, 564 hotels in 104 different
countries (or states in USA). Based on an analysis of the corpus,
we discovered that the downloaded corpus contained a small number
of reviews (< 50) per hotel or author. The overall rating of a hotel
is also an average of authors’ ratings and not those given by regula-
tors such as ISO (International Organization for Standardization). It
is therefore more intuitive to reuse similar reviews across all hotels.

<R ev iew >
<R S N >10< /RS N>
<H ote lN am e>S unroute P laza  S h in juku  H ote l< /H ote lNam e>
<R ev iew Title>P erfect fo r the  f irs t t im er to  tokyo< /R eview Title>
<H ote lTow nLocation>S h ibuya</Hote lTownLocation>
<H ote lS ta teLocation>Japan</H ote lS ta teLocation>
<O vera llR ating>4.5< /O vera llRating>
<R ating>5< /R ating>
<R ev iew ersNam e> R E V IE W E R -ID  < /R eview ersNam e>
<R ev iew ersLocation>singapore< /Rev iew ersLocation>
<TripType>C oup les</TripType>
<R ev iew Tex t>

Location  o f ho te l is  perfec t, w ith in  w a lk ing  d is tan t to  the  m ain  JR  s ta tion , 
subw ay  m etro , there  is  a  s ta tion  jus t nex t to  the  ho te l. F or shoppers  
Takash im aya is  jus t ac ross  the  bridge ! A irport trans fer righ t to  
doors teps .F ood , shopp ings and tra in / subw ay  s ta tions  a re  w ith in  5  to  10  
m ins w a lk . 5  m ins w a lk  to  th is  e lec tric  s tree t tha t no t on ly  se ll a ll 
e lec trica l app liance  bu t w ith  res tu ran ts tha t the  loca ls  frequent, tha t 
serve  very  n ice  and reasonab le  cheap Japanes d ishes .H ote l s ta ff a re  
e ff ic ien t and he lp fu l and  espec ia lly  the  fron t desk  s ta ff speaks  very  good 
eng lish .In tenet access  in  the  room  is  superb , sham poo , cond it ioner and 
body  w ash com e in  fam ily  s ize  bo ttles , fan tas tic ! The on ly  m inus  po in t is  
the  s tandard  queen bed room  has  go t no  cupboard , its  be tte r o f 
choos ing  the  s tandard  doub le  bed room . B ut on  the  w ho le  its  a  very  
c lean, com fortab le  and sa fe  ho te l; w e w ou ld  ra te  it 9  ou t o f 10 . F rom  
R E V IE W E R -ID , S ingapore

< /R ev iew Tex t>  
<R atingL is t>
<Va lueR ating>5< /Va lueRating>
<R oom sR ating>4< /R oom sRating>
<LocationR ating>5</LocationR ating>
< C lean linessR ating>5< /C lean linessRating>
< S erv iceR ating>5</S erv iceRating>

< /R atingL is t>
<D ateO fS tay>July  2009< /D ateOfStay>
<R ecom m endToF riend>Yes< /Recom m endToF riend>

< /R ev iew>

Figure 1. Example of a hotel review from tripadvisor.co.uk

Another finding from the corpus analysis is that the rating and
sub-rating attributes have the greatest effect on the contents of a re-
view text because most authors enter values for these attributes. We
therefore limit our structured attributes to rating for the hotel and
sub-ratings for cleanliness, location, rooms, service and value so that
review texts can be reused across a wider range of authors. These at-
tributes are completed on a likert scale of terrible (1), poor (2), aver-
age (3), very good (4) and excellent (5). An example review is shown
in Figure 1. The author’s ID is anonymised due to privacy issues and
highlighted portions relate to attributes used in our experiments. The

review text shown is typical where authors write not just content in
relation to their ratings but also elaborate on associated concepts that
contributed towards the overall experience such as local restaurants.

3 Text Alignment

A CBR case typically consists of two components: a problem and its
solution. When both have multiple attributes, each solution attribute
might depend on a specific combination of problem attributes rather
than all. Knowledge of such problem-solution attribute alignment al-
lows for better retrieval accuracy. This is because the best values for
solution attributes can be retrieved from different cases with aligned
problem attributes most similar to the query. However, learning such
relationships or alignment between problem and solution attributes
remains a challenge when they are not explicitly expressed in the
domain. This applies to TCBR where it is difficult to predict which
section of a text (e.g. sentence) aligns to specific problem attributes.

We propose a method that aligns sub-rating attributes to specific
sentence(s) in the text of a review. This enables the reuse of sen-
tences from different authors with similar sub-ratings to a query. The
basic idea in our text alignment method is to bridge the vocabulary in
the problem and solution spaces. This is done by compiling a list of
seedwords related to each sub-rating; these seedwords were obtained
from WordNet [8] by checking for synonyms of sub-rating descrip-
tors and manually refining the list. A sample list of example seed-
words extracted for the five sub-ratings is given in Table 2. Although
our list of seedwords is non-exhaustive, it is a good foundation to test
our text alignment hypothesis.

Sub-rating name Seedwords (sample)
cleanliness clean, neat, kempt, tidy, cleanse
location location, position, place
room room, bedroom
service help, serve, service, reception, star
value esteem, rate, valuate, value, worth

Table 2. Seedwords used for text alignment between sub-ratings and
review sentences

But on the whole its a very clean, comfortable and safe hotel; we 
would rate it 9 out of 10. 

Loca�on of hotel is perfect, within walking distant to the main JR 
sta�on, subway metro, there is a sta�on just next to the hotel.

For shoppers Takashimaya is just across the bridge!

Airport transfer right to doorsteps.

Food, shoppings and train/subway sta�ons are within 5 to 10 mins
walk.

5 mins walk to this electric street that not only sell all electrical 
appliance but with resturants that the locals frequent, that serve
very nice and reasonable cheap Japanes dishes.

Hotel staff are efficient and helpful and especially the front desk 
staff speaks very good english.

Intenet access in the room is superb, shampoo , condi�oner and 
body wash come in family size bo�les, fantas�c!

The only minus point is the standard queen bed room has got no 
cupboard, its be�er of choosing the standard double bed room.

Cleanliness

Loca�on

Room
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Value
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Figure 2. Example of review sentences’ alignment to sub-ratings

Each review text is parsed into sentences using the GATE [6] li-
braries available as part of the jColibri [7] framework. Every sen-
tence in the text is then categorised as belonging to a sub-rating if it
contains any of its seedwords. Figure 2 illustrates alignment between
review sentences and sub-ratings using the review text in Figure 1;
here, seedwords are in bold. The text has 9 sentences of which only 6
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are aligned to sub-ratings. It can be observed that most of the aligned
sentences are intuitively reasonable; for example, sentence 1 is about
the proximity of the hotel to rail station and is correctly aligned to
location sub-rating. However, sentence 5 is better aligned to loca-
tion than service sub-rating since it highlights the hotel’s proximity
to restaurants and local shops. The unaligned sentences (i.e. 2, 3 &
4) are related to location but were not linked because they contain
none of the seedwords. This highlights the need for a representative
set of relevant seedwords.

Overall, the text alignment process approximates the relationship
between sub-ratings and review sentences. The alignment link is a
many-to-many relationship as a sentence can belong to more than one
sub-rating and vice versa. This is illustrated in Figure 2 where sen-
tences 7 & 8 are linked to room sub-rating while sentence 9 is linked
to cleanliness and value sub-ratings. Unaligned review sentences are
regarded as verbose details (sometimes unrelated to the hotel) that
cannot be easily reused across authors. For example, not every hotel
will be in a town with an airport; therefore in Figure 2, sentence 3
cannot be reused by such authors. In our experiments, only aligned
sentences are used since this allows the system to propose generic
texts while insertion of contextual details is left for authors.

4 Text Reuse Algorithms

We propose three different techniques to assist with reusing textual
contents. These techniques make use of text alignment between sub-
ratings and review sentences as explained in Section 3. The differ-
ences between them are in terms of what neighbourhood of a query
is used in generating a proposed solution and how sentences are com-
bined from similar cases. Here, techniques similar to CBR substitu-
tional, transformational and compositional adaptation are applied to
textual cases in relation to sentence aggregation from different neigh-
bours of a query.

4.1 Baseline retrieval

Given a query, Q, consisting of a set of rating and sub-ratings, base-
line (BASE) retrieves the nearest neighbour and reuses its review
text. In Figure 3, Retrieve returns the most similar case (Cbest). Here,
sub-ratings are termed ratings since they are graded on the same lik-
ert scale. Sentences in the review text aligned to the five sub-ratings
are then identified and concatenated to form the proposed solution,
SOLN . Identification of aligned sentences is achieved with the se-
lectAlignedSentences method for each rating in Cbest. The use of
SOLN as a set ensures that duplicate sentences in the proposed so-
lution are removed because each sentence can be aligned to more
than one rating. Our baseline technique is essentially a retrieve-only
system except for the removal of unaligned sentences. BASE gener-
ates five or more sentences in a proposed solution text since there can
be multiple sentences aligned to each sub-rating.

4.2 Transformational approach to text reuse

This approach denoted as XFRM uses multiple nearest neighbours
of a query to propose a review solution text rather than the nearest
neighbour used in baseline retrieval discussed in Section 4.1. Given a
query of rating and sub-ratings attributes, specified k−nearest neigh-
bours are retrieved. To reuse review texts from these neighbours, we
propose and progressively transform aligned sentences from the best
match solution. This takes place only if there are mismatches be-
tween the query and best match’s sub-ratings. Sentences aligned to

CB= {C1, . . . , Cn}, set of cases in the case base
R = {r1, . . . , rp}, set of rating types i.e. pre-defined attributes
V = {v1, . . . , vq}, set of possible values for each rating type
IE= information entity consisting of a rating with distinct value,

where (ratingType(IE) ∈ R) ∧ (ratingV alue(IE) ∈ V )
Ci = {IEi1, . . . ,IEip, ReviewTexti}, where (i ∈ {1 . . . n})

i.e. a case consists of p rating values and a review text
Q = {IE1, . . . ,IEp} , a query with p rating values

Cbest = Retrieve(CB,Q, 1), retrieve most similar case
Initialise SOLN= {},

to contain sentences in the proposed solution text
ReviewText= getReviewText(Cbest)
for each IEj ∈ Cbest

rj = ratingType(IEj)
Sj = selectAlignedSentences(rj, ReviewText)
addSentences(Sj, SOLN)

Concatenate sentences in SOLN for reuse

Figure 3. Baseline text reuse algorithm (BASE)

mismatched sub-ratings are removed if they are not aligned to any
other sub-ratings and replaced with aligned sentences from nearest
neighbours matching the query’s sub-rating. This approach is similar
to CBR transformational adaptation [5] where solution elements are
re-organised through add and delete operations. However it is also
similar to substitutional adaptation [16, 9, 1] if seen as successive
replacement of aligned sentences in baseline text (see Section 4.1).

C L R S V
2 1 3 5 2

Query

Solu�on
C lean liness descrip tion .
Loca tion  descrip tion .
R oom  descrip tion .
S erv ice  descrip tion .
Va lu e  descrip tion .

C L R S V
1 1 4 5 3
2 1 3 4 4
2 2 4 3 2
2 4 5 1 2
… … … … …

1-NN

2-NN
3-NN
4-NN
…

C L R S V

… … … … …

Case Descrip�on
Author Ra�ngs

Case Solu�on
Aligned Sentences

Figure 4. Transformational approach to text reuse

Figure 4 illustrates this approach with a query and four nearest
neighbours with their sub-rating values and aligned sentences. Here,
sentences for location and service are chosen from the first neigh-
bour. Any mis-matched values are resolved by extracting aligned
sentences from the neighbourood (2NN & 3NN). Note that if a query
sub-rating value is not matched in any of the nearest neigbours, no
sentence is generated for such sub-rating and number of sentences
can be less than 5. However in reality, there are multiple sentences
per rating resulting in a reuse solution with five or more sentences.

The transformational approach is also formalised as an algorithm
(see Figure 5). Here, we compare each sub-rating (IEj) in the query
with similar sub-ratings of neighbouring cases (CBlocal). Functions
ratingType and ratingV alue returns the sub-rating type (e.g. lo-
cation) and values (e.g. 4) respectively. The conditional statement
SOLj=null ensures that aligned sentences are chosen from the first
similar case whose sub-rating values matches the query.

4.3 Text generation with sentence clustering

Here, a proposed text is generated in response to a query by combin-
ing sentences from several similar cases. Hence it is called compo-
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Initialise SOLN = {SOL1, . . . , SOLp},
set of proposed sentences for each rating

CBlocal = Retrieve(CB,Q, k), retrieve k similar cases
for each IEj ∈ Q

qr = ratingType(IEj); qv = ratingV alue(IEj)
for each Ci ∈ CBlocal, in order of decreasing similarity

ReviewText= getReviewText(Ci)
rj = ratingType(IEj, Ci); vj = ratingV alue(IEj , Ci)
if (qr = rj AND qv = vj AND SOLj = null)

Sj = selectAlignedSentences(rj, ReviewText)
addSentences(Sj, SOLj)

Concatenate all sentences in SOLN for reuse

Figure 5. Transformational text reuse algorithm (XFRM)

sitional (COMP) text reuse because of its similarity to CBR’s com-
positional [5, 3] or constructive [13] adaptation where a solution is
obtained by combining solution elements of several partially simi-
lar cases. Sentences are considered to be contextually similar when
they are aligned to an identical sub-rating value. For example, all
sentences aligned to a cleanliness sub-rating of 3 can be regarded as
similar. Aggregating several pieces of similar sentences into a sin-
gle meaningful prototype is not trivial. Concatenation is inappropri-
ate since it leads to tautology and summarisation methods might not
work because sentences are semantically similar yet lexically dif-
ferent. Thus, we introduce a mechanism that combines several sim-
ilar sentences into a single meaningful text called the prototypical
sentence. For prototypes, a term frequency vector is first created for
each sentence. Each vector length is the size of unique keywords in
all similar sentences for which a prototype is being determined. A
centroid is calculated for these vectors as the average term frequency
across each unique keyword. Accordingly, a prototypical sentence is
a sentence whose vector is most similar to the centroid vector. In-
tuitively, our prototype will contain common keywords used across
sentences. This is because values of such keywords in the prototype
vector will be closer to the average.

1..5: possible sub-ra�ng values               Cluster                   Cluster centroid

4

Casebase

Casebase

k-NN reviews

k-NN

C L

R

S V

Sub-rating clusters

2

3
1 5

1 2 3 4 5

C

L

R

S

V

Prototypical sentences

LEGEND

Aligned sentence                  Selected Prototypical sentence  

C: cleanliness   L: loca�on   R: Room   S: services   V: value 

COMP_N COMP_k

Figure 6. Clustering similar aligned sentences in review texts

The generation of prototypical sentences is illustrated in Figure 6.
These prototypes can be generated from either k nearest neighbours
to the query (COMP k) or all reviews in the casebase (COMP N ).
Aligned sentences across the specified reviews (local or global) are

clustered according to the class they belong to given the five sub-
ratings. Each cluster is then further re-clustered into five groups using
their rating value (i.e. 1 to 5). The smaller group of clusters shown
for the value sub-rating also applies to the other four sub-ratings.
The outcome of this clustering process is 25 small clusters and a
prototypical sentence per cluster.

Initialise

G =

⎧⎪⎨
⎪⎩

g11, . . . , g1q

g21, . . . , g2q

. . .
gp1, . . . , gpq

⎫⎪⎬
⎪⎭

,
set of clustered similar sentences;
each cluster belongs to a pair

from p ratings and q values

CBlocal = Retrieve(CB,Q, k); retrieve k similar cases
Initialise SOLN= {},

to contain sentences in the proposed solution text
for each Ci ∈ CBlocal, in order of decreasing similarity

ReviewText= getReviewText(Ci)
for each IEj ∈ Ci

rj = ratingType(IEj); vj = ratingV alue(IEj)
gj = getClusteredSimilarSentences(G,rj , vj)
Sj = selectAlignedSentences(rj, ReviewText)
addSentences(Sj, gj)

for each IEk ∈ Q
rk = ratingType(IEk); vk = ratingV alue(IEk)
gk = getClusteredSimilarSentences(G,rk, vk)
psk = getPrototypicalSentence(gk)
addSentences(psk, SOLN)

Concatenate sentences in SOLN for reuse

Figure 7. Compostional text reuse algorithm (COMP k)

The COMP k algorithm shown in Figure 7 is illustrated in Figure
8 where the query consists of 5 (p in algorithm) ratings of 2, 1, 3, 5, 2
for cleanliness, location, room, service and value respectively. Five
sentences are then obtained from the prototypical sentences with
identical sub-rating values to the query and concatenated as proposed
text (SOLN ). In this algorithm, each prototypical sentence is gen-
erated from an element in the matrix of sentence clusters (G) having
p × q elements. A major difference between COMP k that use re-
views from neighbours and COMP N that uses all reviews is that it
might generate less than five sentences since a small neighbourhood
may not contain all sub-rating values required by a query.

C L R S V
2 1 3 5 2

Query
1 2 3 4 5

C

L

R

S

V

Prototypical Sentences

Solu�on
C lean liness descrip tion .
Loca tion  descrip tion .
R oom  descrip tion .
S erv ice  descrip tion .
Va lu e  descrip tion .

Figure 8. Compositional approach to text reuse

5 Experimental Setup

We compare three text reuse techniques.
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1. Baseline retrieval (BASE) in Section 4.1
2. Transformational approach to text reuse (XFRM) in Section 4.2
3. Text generation with sentence clustering (COMP k & COMP N )

in Section 4.3

A ten-fold cross validation is employed in our experiments. We
want to ensure that retrieved reviews have very similar ratings to the
query. For example, it will be very difficult to reuse text from a review
with rating 4 (very good) for a query with rating 2 (poor). Therefore,
similar cases are retrieved with an interval of 2 between rating (or
sub-rating) attributes. This means that a difference of 1 between two
ratings gives a 0.5 similarity while a difference greater than 1 gives
zero similarity. Similarities across attributes are aggregated using a
weighted average; 0.25 for rating and 0.15 for each sub-rating.

The effectiveness of the text reuse techniques is measured using
cosine coefficient similarity between aligned sentences in our actual
solutions and the proposed text. Cosine similarity is employed as op-
posed to precision/recall because it allows us to compare the perfor-
mance of the reuse techniques with a single metric which also takes
the texts’ length into account. We are also interested in the effect of
different neighbourhood sizes (k) on reuse performance for COMP k
and XFRM. Experiments for the two techniques were therefore re-
peated using increasing values of k (k = 3, 5, 10 & 25).

5.1 Dataset

A sample dataset from the hotel reviews (Section 2) was created by
selecting reviews with sentences aligned to each sub-rating; 641 of
such reviews were found. Review texts were normalised by substi-
tuting named entities such as person names, currencies, locations and
dates with generic labels. Table 3 lists some of these entities extracted
with GATE [6] together with the general category label.

Category Named entity examples
person name yang, vincent, susanne, patrick, katherine
currency yen, pounds, francs, euros, dollars, cents
date september 2009, mid august 08, last year,april 26th
time 9.30pm, 8:00 a.m., 5pm, 3:45pm, 17:45

Table 3. Examples of named entities found in Hotel Reviews

5.2 Discussion of results

Figure 9 shows the average cosine similarities between proposed
text and actual solution across the three text reuse techniques. The
different k-neighbourhoods are shown in brackets for compositional
(COMP k) and transformational (XFRM) approaches. The baseline
(BASE) which recommends a subset of sentences from the best
match case by ignoring sentences unaligned to any sub-rating does
well as compared to COMP k and XFRM. This is because they use
similar neighbouring case(s) unlike COMP N which uses all cases.

COMP k where local prototypical sentences are proposed im-
proves with increasing neighbourhood size. This trend suggests that
the performance will match up with COMP N as the neighbourhood
size tends toward the entire casebase. This shows that local proto-
typical sentences tend to capture less keywords that are reusable
across authors as compared to the global prototypes. COMP N
which uses all cases to generate prototypical sentences for each sub-
rating clearly outperforms the rest. An advantage of this approach is
that these generic sentences are likely to be more similar to the actual
solution compared to a local sentence which might express the same

Figure 9. Graph of cosine similarity across text reuse techniques

opinion using different terms. Although at first surprising, this result
compliments findings in other related studies [10, 11] in text reuse.
On the other hand, there is very little improvement in performance as
we increase the neighbourhood size for XFRM. This means that most
of the query sub-ratings are easily matched in the smaller neighbour-
hoods (i.e k = 3, 5). However, aligned sentences generated from
such neighbourhoods are not as good as prototypical sentences from
larger neighbourhoods.

C
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S

V

C L R S V
4 3 2 2 5

Query

it was very clean .

the hotel was in a great loca�on .

unfortunately we were very disappointed upon seeing the room .

wer i guess that the best way to do this is to list the good and bad 
about this place so here goes : the good it is very nice and sunny 
and always hot - lovely the pool is clean and warm the air 
condi�oning in the recep�on area is refreshing the beer was ok 
good shu�le bus service to the ( horrible ) beach the bad where are 
the toilets , as far as i could see there was only one ( apart from 
going back to the room ) and that was in the recep�on 

it was so worth it .

Proposed Solu�on (COMP_N)

Figure 10. An example of the proposed text from COMP N

Generally, a low cosine similarity (less than 0.5) is seen between
the proposed texts and their actual solution. Closer examination of
proposed text suggests that low similarity values does not necessar-
ily mean poor solution quality. Figure 10 shows a sample of the pro-
posed text generated by COMP N technique. Most of the sentences
seem reasonable to the given query ratings except for service which
is verbose. Such long sentences contain specific details that will ad-
versely affect the cosine similarity. Nevertheless, the results indicate
that proposed text were similar to the actual and it might be easier to
edit them than writing from scratch. Also, our proposed texts will en-
courage new authors to write reasons for each sub-rating value rather
than a lot of verbose but unnecessary details thereby making future
reviews more useful to others.

6 Related Work

Automated reuse of text remains a challenge especially when they are
available in the unstructured form. There are few studies [14, 11, 2, 4]

I. Adeyanju et al. / Learning to Author Text with Textual CBR 781



available in this area due to difficulties with mapping such text to a
structured representation, measuring semantic similarity and auto-
mated evaluation . A restricted form of textual reuse is presented for
report writing applied to the air travel incident domain [14]. Here,
textual cases consist of incident reports with one or more paragraphs
grouped under a specific heading as a section. The most similar doc-
ument to a query is retrieved and textual reuse is facilitated for each
section of the retrieved report. This is done by presenting a cluster of
other documents containing similar text under the same heading. This
technique ignores the context of each section within the entire report
which might lead to unuseful clusters and is restrictive as it cannot
be used where common section headings are absent. Therefore, this
approach is not applicable directly to domains such as hotel reviews
authoring with no sectional headings. The approach is similar to one
of our reuse techniques because similar sections (or sentences in our
work) are grouped together. However ours differ in that we propose
prototypical sentences generated from sentence clusters.

The drawbacks observed in the work reviewed above are addressed
by a text reuse technique called Case Grouping (CG) [11]. The tech-
nique demonstrated on a semi-automated email response application
involves reuse of previous email messages to synthesize new re-
sponses to incoming requests. A response is a sequence of statements
satisfying the content of a given request and requires some personal-
ization and adjustment of specific information to be reused in a new
context. The reuse technique annotates sentences as reuse if there is
sufficient evidence that similar past problems contain this sentence.
The case base is divided into two clusters that contain similar sen-
tence and those that don’t to quantify this evidence. Query similarity
to a centroid case formed for each cluster determines whether or not
to reuse. The centroid case has the average value for each feature
across all cases in a cluster. Our mechanism of prototypical sentence
(see Section 4.3) is also based on a centroid vector. However, we
form a single feature vector for each similar sentence rather than en-
tire text (usually several sentences) in CG. This reduces the effect of
aggregating the same features across unrelated sentences.

An approach to text reuse is proposed in [4] where users are given
suggestions to support the authoring process applied to a waste ex-
change service that links people over the web to enable transfer of
unwanted items to those who can use such items. Suggestions are
generated from previous successful item descriptions; these are de-
scriptions where users have been able to complete transfer of items
to others using the service. The approach extracts feature-value pairs
from all previous successful descriptions using regular expressions
that are manually defined. The most similar successful description
is retrieved during authoring of a new item description. This is done
iteratively as the author adds a specified amount of text (e.g. a sen-
tence). Features from the similar case are then compared to those
extracted from the new partial description. Top k common values of
features from the retrieved case whose features are absent in the new
description are ranked from top similar cases and shown to the user
as suggestions. Such suggestions support the authoring process by
assisting a user to write an item description that can lead to the item
being transfered successfully. A major drawback is that repeated sug-
gestions are distractive to users and can lead to more time being spent
on authoring. The aim in this work is similar to ours and their use of
extracted features is similar to our structured attributes. However, we
suggest whole texts rather than in bits which removes unnecessary
distraction to the author. Also, their technique cannot be integrated
into an existing authoring system without modification to the user
interface but our techniques can be integrated directly.

7 Conclusion

This work introduced two novel concepts in relation to text reuse:
text alignment and sentence aggregation. Text alignment links rated
attributes to specific sentences in a review text while sentence aggre-
gation abstracts similar sentences into a single meaningful prototype.
These concepts are generally applicable in domains where cases con-
sists of pre-defined attributes along with written text. These mecha-
nisms led to the development of three text reuse techniques that gen-
erate proposed texts related to the pre-defined attributes’ ratings. Our
results show that proposed texts were similar to the actual and will as-
sist authors to write better and more useful reviews. We also obtained
better results with global than local prototypical sentences meaning
that higher level abstractions are more reusable across authors.

We intend to improve the choice of seedwords by learning intro-
spectively from our corpus as opposed to using a external ontology
like WordNet. This might be done by searching for sentences con-
taining defined patterns and limiting our seedwords to specific parts
of speech. We plan to introduce alternative evaluation measures such
as edit distance and experiment with other related domains.
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Dı́az-Agudo, ‘A substitution-based adaptation model’, in ICCBR’99
workshop proceedings (Challenges for CBR), (1999).

[10] Luc Lamontagne and Guy Lapalme, ‘Applying case-based reasoning to
email response’, in Proc. of ICEIS-03, pp. 115–123, (2003).

[11] Luc Lamontagne and Guy Lapalme, ‘Textual reuse for email response’,
in Proc. of ECCBR’04, pp. 234–246, (2004).

[12] Enric Plaza, ‘Semantics and experience in the future web’, in Proc. of
ECCBR 08, pp. 44–58, (2008).

[13] Enric Plaza and Josep-Lluı́s Arcos, ‘Constructive adaptation’, in Proc.
of ECCBR’02, pp. 306–320, (2002).

[14] Juan A. Recio-Garcı́a, Belén Dı́az-Agudo, and Pedro A. González-
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